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Many modern theories of indicative conditionals treat them as restricted epistemic 
necessity modals. This view, however, faces two problems. First, indicative 
conditionals do not behave like necessity modals in embedded contexts, e.g., 
under ‘might’ and ‘probably’: in these contexts, conditionals do not contribute a 
universal quantification over epistemic possibilities. Second, when we assess the 
probability of a conditional, we do not assess how likely it is that the consequent is 
epistemically necessary given the antecedent. I propose a semantics which solves 
both problems, while still accounting for the data that motivated the necessity modal 
view. The account is based on the idea that the semantics of conditionals involves 
only a restriction of the relevant epistemic state, and no quantification over epistemic 
possibilities. The relevant quantification is contributed by an attitude parameter in 
the semantics, which is shifted by epistemic modals. If the conditional is asserted, 
the designated attitude is acceptance, which contributes a universal quantification, 
producing the effect of a restricted necessity modal.
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1. Introduction

Many modern theories of indicative conditionals treat them as restricted epistemic 
necessity modals. This family includes dynamic semantics accounts (Gillies 
2004; 2009; Starr 2014a; Willer 2014; 2018) and semi-dynamic information-based 
accounts (Bledin 2014; Gillies 2009; 2010; Moss 2015; Punčochář & Gauker 2020; 
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Yalcin 2007).1 The central idea, which I  will refer to as the Box View, is the 
following:2

Box View: the semantics of an indicative conditional p q⇒  involves two 
components:

1.	 Restriction: restrict the set of epistemic possibilities to the p-worlds;
2.	 Quantification: check that q  is true at every world in the restricted set.

The conditional is true/accepted iff the check in the second step is successful.3

This view is motivated by a compelling analysis of how indicative conditionals 
are assessed, known as the Ramsey test view (after a remark in Ramsey 1929). The 
idea is that, in order to assess p q⇒  in an information state s, we proceed in two 
steps: first, we add the antecedent p to s, resulting in a hypothetical state s p[ ]; 
second, we check whether we accept the consequent q  in this hypothetical state; 
if (and only if) so, the conditional is accepted in s.

In possible world semantics, an information state s determines a set of worlds, 
namely, those worlds which are possible according to the available information. 
Adding p to s corresponds to restricting to those worlds in which p is true; thus, 
the resulting hypothetical state is the set s[p] of p-worlds in s. Checking whether 
p is accepted in this hypothetical state amounts to checking whether q is true in 
all the worlds in s[p]. Thus, the two steps of the Ramsey test procedure corre-
spond exactly to the two components of the semantics of conditionals as postu-
lated by the Box View.

The Box View of conditionals also makes a number of welcome predictions. 
For instance, it explains why a discourse like (1) sounds contradictory.

(1)	 If Alice left, she went to London; #but it might be that she left and went 
to Paris.

1. The restrictor account of Kratzer (1986) also fits broadly within this family, although 
due to its specific syntactic assumptions it needs to be discussed separately. We will do so 
in Section 6.

2. In this paper I focus on indicative conditionals, although the puzzles that I will raise con-
cern subjunctive conditionals as well. The solution that I propose extends straightforwardly to 
the subjunctive case. However, making subjunctive assumptions involves a different hypotheti-
cal process than making indicative assumptions; since spelling out the details of this process is 
orthogonal to our main concerns, I will leave subjunctive conditionals mostly out of consideration 
here, coming back to them only in the conclusion section.

3. In some of the theories mentioned above, the view is implemented as giving truth 
conditions for conditionals relative to a world with an associated set of epistemic possibilities; in 
other theories, conditionals lack truth conditions, and the semantics delivers acceptance condi-
tions relative to an information state.
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However, the view also faces two serious problems. The first has to do with 
embeddings of conditionals under epistemic modals. When embedded, condi-
tionals do not behave like necessity modals. For instance, consider (2):

(2)	 It might be that if Alice left she went to London.

Given the Box View, we would expect (2) to be a higher-order epistemic claim: 
it is possible that the consequent is necessary given the antecedent. This, how-
ever, is not what (2) means. What (2) means is simply that the consequent is 
possible given the antecedent—i.e., that if Alice left, she might have gone to 
London.

But how is this possible? If the conditional is a restricted necessity claim, 
how can the outer modal turn it into a restricted possibility claim? If the embed-
ded conditional involves a universal quantification over antecedent worlds, how 
can the external modal prevent this quantification, and replace it with an exis-
tential quantification?4

The second problem, pointed out by Edgington (2014), concerns probability 
judgments.5 Consider (3):

(3)	 If the coin was tossed, it landed heads.

If all we know is that the coin is fair, it is natural to judge (3) to be 50% probable. 
This is not the probability that it is epistemically necessary that the coin landed 
heads if tossed. That probability has got to be zero, since we know for sure that 
it is not epistemically necessary that the coin lands heads if tossed. This is unex-
pected: if a conditional is a restricted epistemic necessity claim, its probability 
should just be the probability that this epistemic necessity claim obtains.

In this paper, I  propose an account of conditionals, modals, probabilities, 
and probabilistic vocabulary that achieves the following:

1.	 It accounts for the data that motivate the Box View. In particular, it pre-
dicts that a conditional p q⇒  is acceptable iff q  follows on the suppo-
sition of p, vindicating the Ramsey test idea, and that p q⇒  is logically 
inconsistent with à( )p q�� .

4. For recent discussion of this puzzle, see Gillies (2018).
5. See also Mandelkern (2018). A parallel problem for subjunctive conditionals is widely dis-

cussed in the literature (see in particular DeRose 1994; Edgington 2008; Moss 2013; Schulz 2014). 
In that case, the argument is directed at accounts that treat subjunctive conditionals as univer-
sal modal claims, though not ranging over epistemic possibilities. For an analogous point in the 
domain of future discourse, see Belnap, Perloff, and Xu (2001), Cariani and Santorio (2018).
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2.	 It accounts for the peculiar way in which conditionals embed under epis-
temic modals. This is achieved without ad-hoc syntactic stipulations, in 
particular, without denying that conditionals can take scope with respect 
to modals.

3.	 It predicts that the probability of a factual conditional is the conditional 
probability of the consequent given the antecedent. Crucially, this result 
is achieved without ad-hoc stipulations about probabilities of condition-
als. Rather, it is derived on the basis of the semantics of conditionals and 
of a general definition of probability applying to all sentences alike.

The account builds on the idea that epistemic sentences express attitudes 
towards a truth-conditional content, assessed relative to an information state s.  
The contribution of epistemic modals is that of indicating the relevant attitude. 
Thus, our treatment of epistemic modals fits within the expressivist line (see 
also Hawke  & Steinert-Threlkeld 2021; Moss 2015; Willer 2013; Yalcin 2007; 
2011), but it differs from its predecessors in that, as we shall see, the connection 
between epistemic modals and attitudes is reflected in the semantics in a more 
direct way.

If-clauses are devices for restricting the relevant information state: to express 
an attitude towards p q⇒  in state s  is to express the same attitude towards q in the 
hypothetical state s p[ ]. Thus, conditionals are essentially devices to express con-
ditional attitudes—attitudes subordinated to a supposition. This so-called sup-
positional view of conditionals has been defended in detail, notably by Edgington 
(1986; 1995; 2014), based on ideas from Adams (1975) (see also Bennett 2003). 
The view is widely appreciated for its psychological plausibility (as it links con-
ditionals to the all-important process of supposing), its accurate empirical predic-
tions (see, e.g., Evans & Over 2004), and its generality (as it extends in a natural 
way beyond statements, to an analysis of conditional questions and commands). 
However, acceptance of the suppositional view has been hindered by the lack of 
a precise compositional semantics. The present theory can be seen as filling this 
gap, supplying a specific formal implementation.

Crucially, on the proposed theory, the conditional operator does not con-
tribute any quantification. Rather, what contributes the relevant quantification 
is the attitude expressed towards the conditional. I will propose that assertion is 
associated with the attitude of acceptance, which contributes a universal quanti-
fication over epistemic alternatives. In this way, it will turn out that the informa-
tion conveyed by asserting a non-modal conditional p q⇒  is the one predicted 
by the Box View, i.e., that all p-possibilities are q-possibilities. However, this 
result is obtained by dividing labor: the restriction to p-worlds is contributed by 
the conditional operator, while the universal quantification is contributed by the 
acceptance attitude associated with assertion.
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This difference is crucial when the conditional is not asserted, but occurs 
embedded under another operator, like ‘might’: in this case, the higher opera-
tor may shift the attitude being expressed away from acceptance. As a conse-
quence, no universal quantification shows up in the semantics of the resulting 
sentence. As we will see, this provides a solution to the puzzle of embedded 
conditionals.

The situation is similar when the relevant conditional is not asserted, but 
assessed for probability. Since no acceptance attitude is involved in the process, 
no universal quantification over epistemic alternatives shows up. Instead, all the 
conditional contributes is the restriction to the antecedent worlds: assessing the 
probability of p q⇒  then amounts to assessing the probability of q  relative to the 
p-worlds, i.e., to assessing the conditional probability of q given p. As we will 
see, this provides a solution to the puzzle of probabilities of conditionals.

Thus, the main conclusion of the paper is summarized in its title: although 
the Box View is right as a view about the acceptance conditions of indicative 
conditionals, it is wrong about how these conditions come about; what the con-
ditional operator itself contributes is only a restriction of the relevant set of pos-
sibilities, and not also a quantification over the restricted set.

The paper is structured as follows. In Section 2 I discuss the considerations 
that motivate the Box View and the two problems it faces. In Section 3 I pro-
pose a new account of the semantics of indicative conditionals and epistemic 
modals. In Section 4 I show that the account solves the two problems under con-
sideration, while retaining the attractions of the Box View. In Section 5 I discuss 
how to extend the system to capture objective readings of epistemic modals and 
conditionals, as well as the interaction of these constructions with negation. In 
Section 6 I discuss similarities and differences with Kratzer’s restrictor theory. 
Section 7 concludes with some considerations on the proposal and prospects for 
future work.

2. The Box View: Attractions and Problems

In this section, I will spell out in more detail the attractive features of the Box 
View, which we will aim to preserve, and the problems it faces, which we 
will aim to overcome. I will use ⇒ to denote the indicative conditional con-
struction, and à , , and P to denote the epistemic modals ‘might’, ‘must’, and 
‘probably’.6

6. That the conditional construction corresponds to a binary operator at logical form is a 
non-trivial assumption, which is challenged by Kratzer (1986). We will come back to this point in 
Section 6.
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2.1. Attractions

There are several reasons for treating indicative conditionals as restricted epis-
temic necessity claims. One was discussed in the introduction: the Box View 
seems to arise in a natural way from the plausible Ramsey test view of how we 
assess conditionals.

A second reason is that a plain indicative conditional p q⇒  and a sentence 
like p q⇒   containing an explicit epistemic ‘must’ in the consequent seem to 
convey exactly the same information (cf. Gillies 2010).

(4) a.  If Alice left, she went to London.� p q⇒
   b. If Alice left, she must have gone to London.� p q⇒ 

The simplest explanation for this is that (4-a) and (4-b) mean exactly the same. 
If they do, since (4-b) is manifestly a restricted epistemic necessity claim, so 
is (4-a).

A third reason (cf. Yalcin 2018) is that a conditional p q⇒  sounds incompat-
ible with the epistemic possibility claim à( )p q��  and anything stronger.

(5)  �If Alice left, she went to London; #but it might be that she left and went 
to Paris.

This is just what we would expect on the Box View: if p q⇒  conveys that all  
p-possibilities are q-possibilities, then it is incompatible with à( )p q�� , which 
requires some p-possibility to be a ¬q-possibility. Conversely, if we want the 
incompatibility of p q⇒  and à( )p q��  to be accounted for semantically, the 
semantics of p q⇒  must be at least as strong as assumed by the Box View: for 
if it were possible for p q⇒  to be satisfied in some circumstance in which not 
all epistemically possible p-worlds are q-worlds, then that circumstance would 
satisfy both p q⇒  and à( )p q�� , so the two would be consistent.

2.2. Problem 1: Embedding

When epistemic modals scope above conditionals, they seem to remove the uni-
versal force from the conditional and replace it with their own quantificational 
force. As an example, consider a conditional in the scope of an epistemic ‘might’:

(6) It might be that if Alice left she went to London.� à( )p q⇒

Intuitively, (6)  is a conditional possibility claim: it says that, among the epis-
temic possibilities where Alice left, there are some where she went to London. 
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This is not what the Box View would lead us to expect. According to that view, 
(6) should be a second-order epistemic statement: it is possible that, relative to 
the worlds where Alice left, it is necessary that she went to London.7

Moreover, (6) seems to convey exactly the same as (7) (cf. Gillies 2018).

(7) If Alice left, it might be that she went to London.� p q⇒à

This, too, is puzzling from the perspective of the Box View: if conditionals con-
tribute a universal quantification, then à( )p q⇒  should correspond to a �� 
statement, while p q⇒à  should correspond to a ��  statement, so it is hard to 
see how the two could be equivalent.8

This phenomenon is not restricted to epistemic ‘might’. For instance, con-
sider conditionals embedded under a probability modal:

(8) It is probable that if Alice left she went to London.� P p q�� �

What (8) means is not that it is probable that Alice being in London is epistem-
ically necessary on the supposition that she left; rather, what (8) means is just 
that Alice being in London is probable on the supposition that she left. Again, 
this does not involve any epistemic necessity; as in the case of ‘might’, the condi-
tional does not seem to be contributing any universal quantifier over epistemic 
possibilities.

Again, a sentence like (8), where ‘probably’ embeds a conditional, sounds 
fully equivalent to (9), where ‘probably’ occurs in the consequent, which is unex-
pected if the conditional contributes a universal quantification.

(9) If Alice left, it is probable that she went to London.� p q⇒ P

The point that we just illustrated for might and probably is quite general: analo-
gous observations can be made about conditionals embedded under arbitrary 

7. In many implementations of the Box View, the existential quantification associated with à 
would go vacuous, so no proper second-order reading arises; but this does not improve the situa-
tion, since then à( )p q⇒  comes out as equivalent to p q⇒ .

8. Could one respond by claiming that the relevant reading of (6) results from might taking nar-
row scope with respect to the if-clause at logical form? Two comments on that. First, if that is right, 
why don’t we also have a second reading corresponding to surface scope? Of course, if both scopes 
lead to the same reading, we have an explanation. Second, we can look for ways to force wide scope 
for the possibility modal, and check if the relevant reading disappears. Consider someone saying:

(i) �I’ll go ahead and say something which I  can’t be sure of, but which I  think is a 
possibility: if Smith stole the jewels, she left the country.

Here, the speaker appears to be explicitly claiming the epistemic possibility of a conditional. It 
seems really implausible that the possibility operator takes syntactic scope below the if-clause. Yet, 
the result is still unambiguously a claim of conditional possibility.
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epistemic modals, including less studied ones. For instance, the following also 
sound equivalent:

(10) a. It is obvious that if Alice left she went to London.
    b. If Alice left, it is obvious that she went to London.

Summing up, then, when embedded under epistemic modals, conditionals do 
not seem to contribute a universal quantification over epistemic alternatives. 
Moreover, conditionals seem to commute with epistemic modals. These facts 
are surprising from the perspective of the Box View analysis. This is not to say 
that one could not develop a theory that accounts for these observations while 
holding on to the Box View. But this does pose a challenge: existing Box View 
accounts do not provide a general explanation of these data, and it is not obvious 
how they could be modified to provide one.9

2.3. Problem 2: Probability

Imagine that a fair die has just been rolled, but the result has not been revealed 
yet. Our friend Alice makes the following claim:

(11) If the outcome is even, it is above three.� p q⇒

Clearly, the claim is a guess—she cannot be sure of what she is saying. But it 
is quite likely. If we are asked to quantify just how likely, the natural answer 

9. I am only aware of two attempts to account for the observations above while preserving 
some version of the Box View. The first is due to Gillies (2018), who is concerned specifically with 
the commutation of conditionals with might. Working in the framework of data semantics (Veltman 
1981; 1985) Gillies proposes to fix the problem by devising a new entry for ‘might’ and claiming that 
epistemic ‘might’ is ambiguous between the standard and the revised entry. This proposal, how-
ever, is really specific to might; it is not clear how to extend it to a general story about the commuta-
tion of conditionals with other epistemic modals. The second account is due to Starr (2014b). In this 
account, the core semantics for conditionals is a dynamic implementation of the Box View; how-
ever, as a derivative notion, conditionals are also assigned trivalent truth-conditions, in line with 
Belnap (1970). Exploiting these trivalent truth-conditions, Starr manages to correctly predict that 
conditionals embedded under probability operators lead to claims of high conditional probability. 
Starr acknowledges, however, that his theory makes wrong predictions for conditionals embedded 
under might. In a footnote, he sketches a story that predicts the correct result if statements of the 
form ‘it might be that if A then B’ are interpreted not by the LF à( )p q⇒ , but instead as involving a 
“truth” operator T intervening between the modal and the conditional, so that the LF we interpret 
is àT ( )p q⇒ . In order for the explanation not to be an ad-hoc fix, more would have to be said about 
the source of the truth operator, and about why nestings of conditionals under might are obligato-
rily interpreted as involving this operator. Moreover, in this case, too, it is not clear how to extend 
the specific stories given for might and probably to a general story about arbitrary epistemic modals.
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seems to be 2/3: for there are three equally likely even outcomes, and two of 
these are above three. In general, it seems that the way in which we attribute 
probabilities to conditionals conforms to the thesis of Adams (1975), according 
to which the probability of a conditional p q⇒  equals the conditional probabil-
ity of q  given p.10

This observation is puzzling from the perspective of the Box View. According 
to that view, what Alice has claimed is that in all epistemic possibilities in which 
the outcome is even, the outcome is above three. This is simply not the case: it is 
definitely possible that the die landed on two, and thus, that the outcome is even 
but not above three. Therefore, from the perspective of the Box View, it seems 
that Alice’s claim should have no likelihood whatsoever.

To put it another way: according to the Box View, (11) means the same 
as (12).

(12) If the outcome is even, it must be above three.� p q⇒ 

But, unlike (11), (12) is not quite likely—it is not likely at all. But if (11) can be 
quite likely while (12) is not likely at all, surely (11) and (12) cannot mean the 
same thing!11

It seems that, when we assess the probability of a conditional p q⇒ , we do 
not estimate how likely it is that q  is necessary given p; instead, we estimate how 
likely it is that q  is true given p. From the perspective of the Box View, however, 
this estimate bears no obvious relation to the semantics of the conditional. This 
is undesirable: we would like to have an account of the semantics of conditionals 
that explains our probability intuitions about them. Since our intuitions seem 
to track the conditional probability of the consequent given the antecedent, we 
would like an account that predicts that, given what a conditional means, and 

10. For an overview of the classical experimental literature, see Evans and Over (2004: §8). For 
an overview of the theoretical debate around the thesis, see Khoo and Santorio (2018).

11. To articulate this point a bit further: in theories based on the Box View, such as Yalcin 
(2007), Gillies (2010), Willer (2014; 2018), Starr (2014a; 2014b), two sentences can be logically 
equivalent—i.e., acceptable in the same states—without being semantically equivalent—with-
out being assigned the same semantic value. This is the case, for instance, for the pair p and p: 
although these two sentences are logically equivalent, they are not semantically equivalent, which 
opens the way to a definition of probability that treats them differently. However, in all the above 
theories the sentences p q⇒  and p q⇒  are not just logically equivalent, but also semantically 
equivalent, since the universal quantification provided by  is already incorporated in the entry 
for ⇒. Thus, assuming the probability of a sentence is determined by its semantics—which seems 
a reasonable desideratum—it is impossible to pair these theories with a definition of probability 
that assigns different probabilities to p q⇒  and p q⇒  —as it seems we should. By contrast, in 
the theory I propose below, the relation between p q⇒  and p q⇒   is exactly the same as the 
relation between p and p: the two are logically, but not semantically equivalent, and can therefore 
differ in probability value.
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given a natural way to construe the notion of probability which is the subject of 
our intuitive judgments, the probability of p q⇒  just is the conditional proba-
bility of q  given  p.

3. Attitude Semantics

In this section I lay out a new account of the semantics of conditionals and epistemic 
modals. I will refer to this account as Attitude Semantics, abbreviated as AS.

Language. To present the theory explicitly, I will work with a formal language. 
The base layer of the language is a set 0 of factual sentences, the semantics of 
which can be given in terms of truth-conditions relative to possible worlds. For 
our purposes, it does not matter what 0 is, but for the sake of concreteness, I will 
take 0  to be the language of propositional logic based on a set  � �� �p q, ,  of 
atomic sentences.

Definition 3.1 (Factual language, 0).
� � � � � �::� � � �p | | | � where p∈

The full language   that I will work with is obtained by enriching 0  with oper-
ators designed to capture epistemic vocabulary: a binary operator ⇒  for the con-
ditional construction; unary operators  and à for ‘it must be that’ and ‘it might 
be that’; and a unary operator P  for ‘it is probable that’. To avoid further compli-
cations which are not essential to our concerns, we restrict to factual antecedents, 
and we do not consider Boolean compounds of epistemic sentences.12

Definition 3.2 (Epistemic language, ).
� � � � � � �::� �| | | ◊ | P � where � �0

Models. I will assume as background a model M W V= ,  that provides a uni-
verse W  of possible worlds together with a valuation function V W: , � �� �0 1  
which specifies the truth-values of atomic sentences at each possible world. In 
order to simplify the exposition I will assume that the set W  is finite, although 
this restriction is not essential. The relation of truth between worlds w W∈  and 

12. The reason to restrict to factual antecedents is that it is just not clear how the process of sup-
posing epistemic sentences works (though see Kolodny & MacFarlane 2010 for a proposal that we 
may take on board). The reason not to look at compounds of epistemic sentences is that it is unclear, 
intuitively, how one should assign probabilities to sentences like p q r� �� �  (Egré & Cozic 2011). 
In both cases, the complications are not caused by the particular assumptions of our semantics.
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factual formulas a , denoted w a , is defined as usual; I  write w �� �  for the 
truth value of a  in w, and denote by a  the set of worlds where a  is true:

� �:� �� �w W w| 

Information states. In order to spell out our semantics, we will need a formal 
notion of information states. Since we are concerned not just with qualitative 
notions, but also with probabilistic ones, I will take an information state to be a 
probability distribution on W . Since W  is finite, we can represent such a distri-
bution simply as a map which assigns a probability to each possible world.

Definition 3.3 (Information states).
An information state is a map s W: ,�� �0 1  such that 

w W
s w

�� �( ) 1.

A world w  is ruled out by an information state s  if it is assigned probability 0 .  
Worlds which are not ruled out are referred to as the live possibilities in s .

Definition 3.4 (Live possibilities).
If s  is an information states set of live possibilities is L s w W� � ���: | s w( ) � �0 .

The probability of a proposition X WÍ  is just the probability that X  is true.

Definition 3.5 (Probability of a proposition). If X WÍ , s X s w
w X

( ) : ( )�
�� .

Suppositions. Next, we need a modeling of the process of making an indic-
ative supposition. When we suppose a in a state s, we enter a new state s �� �  
in which a  is treated as  certain. Thus, all worlds in which a is false should 
be assigned probability 0. The relative probabilities of the a-worlds are unaf-
fected by the supposition, and should just be rescaled by a factor 1 / s �� �  so 
that they sum up to 1  again. In other words, supposing can be modeled by 
the operation of conditionalization. If a  is ruled out in s, i.e., if s  rules out all  
a-worlds, then the supposition cannot take place: we then say that a  is not 
supposable in  s.13,14

13. As an indicative assumption: one can of course suppose a as a subjunctive assumption, 
triggering a different kind of revision of the current state. That matters for subjunctive conditionals.

14. There might be reasons to allow for the possibility of supposing a as an indicative 
assumption even when a has probability 0 according to the state. This can be achieved by model-
ing an information state s, not as a standard probability function, but instead as a Popper function 
(Popper 1959), treating conditional probability as a primitive notion, rather than as defined by the 
ratio formula.
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Definition 3.6 (Supposing). If s is an information state and a  a factual sentence 
with s �� � � 0, then s �� � is the information state defined as follows:

s w

s w

s
w

w

� �
�

�
� �� � �

� �
� �

�

�

�

�
�

�
�

if

if0

Notice that the set of live possibilities after the supposition is L s L s� �� �� � � � �� .

Semantics. Traditionally, semantics is about specifying truth conditions 
for sentences in contexts. With much recent work (e.g. Gillies 2004; Hawke & 
Steinert-Threlkeld 2021; Moss 2015; Punčochář & Gauker 2020; Veltman 1996; 
Willer 2013; Yalcin 2007), we will assume that epistemic sentences, including 
sentences headed by epistemic modals as well as indicative conditionals, dif-
fer essentially from factual sentences, in that they do not have truth conditions 
relative to states of affairs. Rather, we will take such sentences to be devices for 
negotiating the epistemic attitude to be taken towards certain truth-conditional 
contents.15 Accordingly, our semantics for the epistemic language   specifies 
what information it takes to bear a certain attitude to a sentence ��. More 
specifically, the semantics will take the form of a ternary relation between an 
information state s, an attitude A, and a sentence j :

s A j

The possible values for the attitude parameter A  include full acceptance 
(denoted ∀, and called simply ‘acceptance’ below), compatibility (denoted ∃),  
and partial acceptance to degree x � � �0 1,  (denoted π x). Other values for the atti-
tude parameter could be considered as well, but the ones above are sufficient for 
our present purposes.

Definition 3.7. The set of attitude parameters is At � � � � �{ , } { [ , ] }� x x| 0 1

We now have all ingredients to recursively specify the semantics.
For factual sentences � �0 , full acceptance in s  amounts to s  assigning 

credence 1  to the proposition expressed by a ; compatibility amounts to non-
zero credence in that proposition; and partial acceptance to degree x  amounts 
to credence x  or higher.

•	 s s� � � � �� � 1

•	 s s� � � � �� � 0

15. And for describing the properties of different bodies of information, as in the sentence 
“According to the detective, the butler might be the murderer.” We will come back to this descrip-
tive function of epistemic modals in Section 5.1.
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•	 s s xpx
� �� � � �

Notice that the first two clauses can be rewritten qualitatively as follows:

•	 s w L s w� � � � � � � � �� �: 1

•	 s w L s w� � � � � � � � �� �: 1

So, acceptance amounts to truth at all live possibilities, while compatibility 
amounts to truth at some live possibility.

The semantic role of an epistemic modal is that of indicating the attitude 
expressed towards the prejacent: acceptance for ‘must’, compatibility for ‘might’, 
and partial acceptance to a high degree for ‘probably’. Formally, these operators 
work by shifting the attitude parameter: for every A∈At ,

•	 s s
A � ��

�

•	 s s
A à� �� �

•	 s s
A t
 P� ��� � where t�� �0 1,  is a fixed threshold value

Finally, conditionals are interpreted by a generalized Ramsey test clause: to bear 
an attitude to the conditional is to bear the attitude to the consequent, on the 
supposition of the antecedent.

•	 s s
A A � � � �� � � �

What if the antecedent a  is not supposable in the state s? Then the conditional 
cannot be assessed at s . I take this to be a case of presupposition failure.16 In this 
case we say that � ��  is not admitted by s .17

16. This is in line with a tradition that treats indicative conditionals as presupposing the epis-
temic possibility of their antecedent. See, among others, von Fintel (1998), Gillies (2009; 2010), Starr 
(2014a), Willer (2014; 2018).

17. The way to do this precisely is to define a notion of admittance of a sentence j at a state s.  
Pre-theoretically, admittance corresponds to the fact that the presuppositions of j are satisfied in  
s (see Heim 1988; Karttunen 1974). This is a pre-requisite for j to be interpretable relative to s. In 
our setting, the only presupposition we take into account is the antecedent compatibility presup-
position associated with indicative conditionals. Therefore, only sentences including conditionals 
can fail to be admitted at some contexts. The relation of admittance between a state s and a formula  
j is defined recursively as follows:

•		 s admits α,  if � �
0 ;

•		 s admits � � �� �� �iff s 0  and s �� �  admits j;
•		 s admits Mj iff s admits j, for M P�� �, ,à  

Thus, for instance, p q r⇒ ⇒à( )  is admitted at s only in case L s� �  contains some p q∧ -world.
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Entailment and equivalence. Attitude semantics allows us to define different 
notions of entailment. A salient option is to define entailment as preservation 
of (full) acceptance (cf. Bledin 2014; Yalcin 2007): an entailment is valid if the 
conclusion is acceptable in every information state in which the premises are 
acceptable.18,19

Definition 3.8 (Logical entailment).
� �  � � � �� � �� �s s s: for all implies

The corresponding notion of equivalence tracks identity in acceptance conditions:

Definition 3.9 (Logical equivalence).
� � � �� � � �� �� �s s s:  

Notice that two formulas can be logically equivalent although they do not have 
the same semantics: this can happen if the acceptance conditions for the two 
formulas are the same, but their conditions relative to some other attitudes are 
different. To keep logical equivalence and semantic equivalence clearly distinct, 
it will be useful to introduce a notation, � � , for the latter relation:

Definition 3.10 (Semantic equivalence).
� � � � � � � �� �s A s sA A:  

Assertion. In the truth-conditional setting, an assertion of j  is normally 
construed, along the lines of Stalnaker (1978), as a proposal to the conver-
sational participants to accept the proposition expressed by j . In AS, not all 
sentences express propositions. However, the semantics gives us a notion  

18. Taking into account admittance, this notion can be articulated in two versions. The strong 
version: whenever all the premises are admitted and accepted, the conclusion is also admitted and 
accepted. The weak version: whenever all the premises are admitted and accepted, if the conclu-
sion is admitted, then it is also accepted. The latter is a notion of Strawson entailment in the sense 
of von Fintel (1999). These two notions are different: for instance, p p⇒  is valid in the weak sense 
(since whenever it is admitted, it is accepted) but not in the strong sense (since it is not always 
admitted). However, the entailment àp p p ⇒  is valid even in the strong sense. For our purposes 
it does not matter which of the two versions we choose: all the entailment claims made below 
apply equally to both versions. The same holds for the notion of logical equivalence, defined in 
terms of entailment.

19. This is not the only interesting notion of consequence that we can define in AS. Following 
Adams (1965; 1975), we can also define a consequence relation π which preserves high probability:

•		 � �� � �� � �� � � �
�

� � � � � � �
�

ε 0 0
1

such that for all impliess s s:
11�ε
�
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of what it is to accept these sentences. Therefore, we do not need the detour 
through the proposition expressed. We can simply say that an assertion of j  
is a proposal to the conversational participants to coordinate on a state which 
accepts j .20

4. Predictions

Let us now turn to the predictions that AS makes. First, we will show that it 
can vindicate the conceptual considerations and the empirical observations that 
motivated the Box View of conditionals. Then, we will proceed to show how it 
solves the two problems discussed above.

4.1. Recovering the Predictions of the Box View

Consider the acceptance conditions that AS predicts for a conditional p q⇒  in a 
state where the antecedent is supposable. We have:

s p q s p q L s p q L s p q � �� � � � � � � �[ ] [ ] Í Í| | | | | |�

Thus, AS yields the same result as the Box View for the acceptance conditions of 
factual conditionals: p q⇒  is accepted in state s  just in case all live p-possibilities 
in s  are q-possibilities. Since an assertion is a proposal to adopt a state which 
accepts the sentence, the effect of asserting a factual conditional p q⇒  is also 
in accordance with the Box View. Notice moreover that AS fully vindicates the 
Ramsey test idea: accepting p q⇒  in a state s  amounts to accepting q  in the 
hypothetical state s p� �  resulting from the supposition of  p.

We also predict the inconsistency of p q⇒  with à( )p q�� . Indeed, we have:

s p q s p q L s p q L s p q � �� �� � � �� � � �� �� � �à ( ) ( )| | | | | |

Thus, it is impossible for a state to accept simultaneously p q⇒  and à( )p q�� .  
This can be stated as follows in terms of entailment.

20. To this basic effect of assertion we may add another: by asserting j, the speaker under-
takes a commitment to j. Spelling this out would require giving a theory of the commitments 
induced by sentences of different forms. I will not spell out such a theory here, but it would be nat-
ural to take conditionals to induce conditional commitments: being committed to � ��  implies 
being committed to j, if α turns out true. Thus, a speaker asserting p q⇒  may turn out to be 
factually right or wrong. See Edgington (1995: §7.3).
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Fact 4.1. p q p q� ��� � �, à 

Finally, consider again: 

(13) a. If Alice left, she went to London.
   b. If Alice left, she must have gone to London.

AS makes these two sentences logically equivalent.

Fact 4.2. p q p q� � � 

To see that the equivalence holds, notice that the two conditionals are admitted 
in the same states (those in which p  is supposable), and when they are admitted, 
we have:

s p q s p q s p q s p q   � � � �� � � � �[ ] [ ]  

We can, thus, account for the fact that (13-a) and (13-b) can be inferred from each 
other, and that whenever one fully accepts one of these sentences, one also fully 
accepts the other. Moreover, given the connection between assertion and accep-
tance, we account for the intuition that (13-b) and (13-b) convey the same when 
asserted.

At the same time, p q⇒  and p q⇒   are not semantically equivalent. To see 
this, consider the conditions under which these sentences are compatible with a 
state s :

•	 s p q s p q L s p q � �� � � � ��[ ] ( [ ]) | |

•	 s p q s p q s p q L s p q  � � �� � � � [ ] [ ] ( [ ])Í| |

Thus, consider a state s  in which both p q∧  and p q��  are live possibilities. 
Such a state is compatible with p q⇒ , but it is not compatible with p q⇒ .

4.2. Solving the Embedding Problem

We saw that both AS and the Box View predict p q⇒  to be acceptable just when 
all the epistemically possible p-worlds are q -worlds. But there is a crucial dif-
ference: in AS, the semantics of the conditional operator does not involve a uni-
versal quantification over epistemic possibilities. If we spell out the acceptance 
conditions of an unembedded conditional p q⇒ , we can see that they do involve 
a universal quantification:

s p q s p q w L s p w q � �� � � � � �[ ] ( [ ]) : ( ) 1
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But, as the derivation shows, the source of the universal quantifier is the accep-
tance attitude, not the conditional operator. When interpreting a conditional 
embedded under an epistemic modal, the relevant attitude may be shifted away 
from acceptance; as a result, no universal quantifier shows up in the semantics. 
For instance, consider the acceptance conditions for a conditional embedded 
under ‘might’. Assuming p  is supposable in s, we have:

s p q s p q

s p q

w L s p w q

 


� �

�

�� � � �

�
� � � �

à

[ ]
( [ ]) : ( ) 1

Thus, we predict that à( )p q⇒  is not a second-order epistemic claim, but a sim-
ple claim of conditional possibility: q  is possible conditionally on p. We can also 
predict that à commutes with ⇒ : in fact, the formulas à( )p q⇒  and p q⇒à  are 
not just logically equivalent, but also semantically equivalent.

Fact 4.3. à à( )p q p q⇒ ⇒

Proof. Notice that the two sentences are admitted by the same states, namely, 
those in which p  is supposable. For any such state s  and any attitude A , we 
have:

s p q s p q

s p q

s p q

s p q

A

A

A

 





à

à
à

( )
[ ]
[ ]

� � �
�
�
� �

�

�

Which shows that the two formulas are semantically equivalent.� 

The story with conditionals embedded under ‘probably’ is completely analo-
gous: P changes the attitude parameter to π t, and thus the acceptance conditions 
for P p q�� �  involve no universal quantification over epistemic possibilities. 
Instead, we get:

s p q s p q s p q s p q tt t  � � � � � � �P( ) [ ] [ ]( )� � | |

Thus, P p q�� �  is acceptable in case, in the state resulting from the supposition 
of p, the probability of q  is high. As we will see, this means that the conditional 
probability of q  given p  is high. This is the intuitively correct prediction. More-
over, with a proof analogous to the one we saw for à, we can show that P and 
⇒  commute.
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Fact 4.4. P Pp q p q�� � �

Moreover, the account just given for à and P extends straightforwardly to arbi-
trary epistemic modals, provided they are treated as shifters of the attitude 
parameter, by a semantic clause of the form s s aA M M� �� , where aM  is an 
attitude associated with M. Thus, AS  provides a simple and general solution 
to the embedding problem: we can explain why conditionals embedded under 
epistemic modals do not contribute a universal quantification over epistemic 
possibilities, although the acceptance conditions for unembedded conditionals 
involve such a quantification; moreover, we have a general explanation for the 
commutation of epistemic modals with conditionals.

4.3. Solving the Probability Problem

How to characterize the probability s �� �  of a sentence relative to a state  s? For 
factual sentences, this is clear: the probability of a  is just the probability that a 
is true.

s s� �� � � � �
Conditionals—we are assuming—don’t express propositions, so they cannot be 
assigned probabilities in this way. Still, as we discussed, it seems that we can 
meaningfully assign probabilities to conditionals. Of course, we could follow 
Adams (1965; 1975) and simply stipulate that, for a factual conditional � �� , its 
probability is just the conditional probability of the consequent given the anteced-
ent. But this would not explain why we assign probabilities to conditionals in 
this way. Is there a sense in which, when we are estimating the probability of 
p q⇒ , we are estimating the same thing as when we estimate the probability of q?

Moreover, this definition would not go far enough. Consider (14):

(14) If the die was rolled, then if the outcome was even, it was a six.

Given a fair die, it seems natural to say that (14) has probability  1
3

. But this 
conditional has the form p q r� �� � ; since its consequent is not factual, it is 
not covered by the definition we are considering. Of course, we could add yet 
another ad-hoc clause for iterated conditionals, but it would be more satisfactory 
to find a single general notion that underlies all these particular cases.

Attitude semantics allows us to define such a general notion. We will take 
the probability of a sentence j  in a state s  to be the highest degree to which j  is 
accepted in s  (if j  is not accepted in s  to any degree, we let the probability be 
zero). The idea is quite natural: the probability of a sentence is a measure of the 
degree to which a sentence is supported by the available information.
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Definition 4.5 (Probability).
The probability of a sentence ��  in an information state s  is the number:21

s x s
x

( ) : sup
[ , ]

� ��� � �
0 1

� 

Let us look at the predictions that this makes. First, we can prove that, as we 
expect, the probability of a factual sentence a  is the probability that a  is true.

Fact 4.6 (Probabilities of factual sentences). If � �0, s s� �� � � � �
The proof is simple: s x s x s x s

x
� � � ��� � � � � � � � �� � � � �sup sup� � .

Next, consider a factual conditional p q⇒ . Based on the semantics of condi-
tionals and the definition of probability, we can now prove Adams’ thesis: pro-
vided the antecedent is supposable, the probability of p q⇒  is the conditional 
probability of q  given p.

Fact 4.7 (Probabilities of conditionals). Let s  be a state with s p� � � 0. Then:

s p q s p q
s p q

s p
�� � � � �� � �

�� �
� �

Proof. s p q�� �  is defined as the maximum x  for which s p q
x
� � . Since

s p q s p q s p q x
x x
 � �� � � �[ ] [ ]( )| |

the maximum value of x  for which this holds is s p q[ ]( )| | . This gives the first iden-
tity. As for the second identity, we have:

s p q s p w
s w
s p s p

s w
s p q

w q w p q w p q

[ ]( ) [ ]( )
( )
( ) ( )

( )
( )

� � � � �
�

� � � � �
� � �1

ss p( )

which completes the proof.� 

Thus, now we can explain why the probability of a conditional is the conditional 
probability of the antecedent given the consequent in terms of our suppositional 
semantics of conditionals and our construal of probability. The reason is that 
all a conditional does is to restrict the evaluation state—and not introduce any 
quantification of its own: to accept p q⇒  to degree x  in state s  is just to accept 

21. Given our semantics, if the set { }x s
x

½ � �  is non-empty the sup will actually be a maxi-
mum, i.e., it will be an element in the set. If the set { }x s

x
½ � �  is empty, the sup is 0. Thus, the only 

reason to formulate the definition in terms of ‘sup’ instead of ‘max’ is to avoid a definition by cases.
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q  to degree x  in the restricted state s p� � . Therefore, the probability of p q⇒  in 
s  is equal to the probability of q  in s p� �, and this is just the conditional proba-
bility of q  given p  in s .22

Thus, AS provides a solution to the probability problem: we now have a defi-
nition of probability of a sentence which, given the semantics of conditionals, 
predicts that the probability of a conditional equals the conditional probability 
of the consequent on the antecedent.23

Notice that the same definition allows us to associate probabilities with 
iterated conditionals � � �� �� �. In AS, such a conditional is semantically 
equivalent with � � �� � ; in other worlds, the import-export equivalence is 
semantically valid.

Fact 4.8 (Import-export). � � � � � �� �� � � �

Since the probability of a sentence in a state is defined in purely semantic terms, 
the probability of � � �� �� � equals the probability of � � �� � , which in 
turn is just the conditional probability of γ  given � �� . This explains why it is 
natural to attribute probability 1

3  to the conditional (14).
Finally, consider the modalized conditional p q⇒  . We have:

s p q s p q

s p q

s p q

s p q

x x
 






� �� �
�
�
� �

�

�

�

 





[ ]
[ ]
[ ]

22. On the idea that Adams’ thesis can be explained in terms of the restricting role of if-clauses, 
see also Egré and Cozic (2011). The present work improves on that proposal in two ways. First, we 
give a general definition of probability of a sentence from which both the case of factual sentences 
and the case of conditionals follow as particular cases. Second, Egré and Cozic’s approach deals 
with conditionals embedded under probabilistic modals (e.g., “There’s a 50% chance that”) but 
not with the probabilities of simple, unmodalized conditionals. Since Egré and Cozic build on 
Kratzer’s restrictor view, they face the problem to be discussed in Section 6.

23. Kaufmann (2004) provides examples where we tend to judge a conditional as having a 
probability which is different from the conditional probability of the consequent given the anteced-
ent. While these examples are very interesting, I do not think they witness failures of Adams’ the-
sis, for reasons that I am not going to discuss here. However, suppose one is instead inclined to 
take these judgments as genuine violations of Adams’ thesis. How could one accommodate these 
cases in the present theory? One could say that while conditionals always trigger a supposition of 
the antecedent, this supposition does not always happen by conditionalization; sometimes, a dif-
ferent procedure might be used. The semantic clauses and the definition of probability would stay 
the same. The solution to the embedding problem would still work; in particular, the commutation 
of conditionals and epistemic modals would still be predicted. Moreover, Adams’ thesis would 
still be predicted to hold whenever suppositions happen by conditionalization.
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Thus, for p q⇒  , probabilistic acceptance collapses to full acceptance: if p q⇒   
is fully accepted at s , then it is accepted to every degree x ∈ [0, 1]; and if it is not 
fully accepted, then it is not accepted to any degree x�� �0 1, .24 This gives the 
following result:

s p q
s p q

�� � � � ��
�
�



1
0

if
otherwise

Í

Thus, AS  solves the remaining puzzle from Section  2.3: although the sen-
tences p q⇒  and p q⇒   have the same acceptance conditions, they are not in 
general associated with the same probability value. If some but not all of the  
p-possibilities in s  are q -possibilities, then p q⇒  receives an intermediate 
probability value, while p q⇒   receives probability 0. This explain the con-
trast in probability intuitions which we observed in Section 2.3 between (15-a) 
and (15-b).

(15) a. If the outcome is even, it is above three.
    b. If the outcome is even, it must be above three.

Summing up, then, AS allows us to define a general notion of probability of a 
sentence which accounts for the probability intuitions discussed in Section 2.3. 
Moreover, the semantic characterization of this notion which yields the desired 
predictions is a conceptually natural one: probability is a measure of how 
strongly a sentence is supported by the available information.

4.4. Avoiding Triviality

There is a large literature on triviality results, which shows that Adams’ Thesis 
along with some other assumptions about probabilities of conditionals leads to 
absurd conclusions (see Khoo & Santorio 2018 for a recent survey). The account 
of probabilities given by AS satisfies Adams’ Thesis, yet it obviously does not 
lead to absurdity. Why? The reason is that the triviality results assume that the 
same formal properties that hold for probabilities of factual sentences also hold 
for probabilities of conditionals. This is not the case in AS: since probabilities of 

24. This illustrates a general property of sentences involving epistemic modals: they are 
either fully accepted by the state, or incompatible with it (something similar holds for modal sen-
tences in dynamic semantics: they are always either accepted or rejected by a state). I take this to 
be a good prediction: while it is possible to be in a state in which one is unsure about, say, whether 
it might be the case that p, this situation seems to require ‘might’ to be interpreted relative to a 
body of information other than the state of evaluation. Such cases can be modeled as involving the 
anchoring operator discussed in Section 5.1, which ties the modal to the relevant information source.
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conditionals are not probabilities of propositions, they do not behave formally 
like probabilities of propositions. To give an example, many triviality results 
(starting with Lewis 1976) make crucial use of the following instance of the law 
of total probability, which requires:

    s s r s s r sp q p q r p q r�� � � �� � � � � � �� � � �� �� � �� �

provided  s sr r� � �� � �, 0 . This identity is invalidated by the AS  account of 
probabilities. In my view, this prediction is both empirically and conceptu-
ally motivated. Since there is much to say on this point, however, I will leave a 
detailed discussion for another occasion.25

Does this position amounts to a rejection of standard probability theory? In 
my view, it does not: instead, it calls for a more careful understanding of the role 
of probability theory. Probability theory is not concerned with language, but 
with the obtaining of certain “events”, which on one interpretation can be identi-
fied with propositions. Thus, what probability theory gives us are constraints on 
the admissible ways to assign probabilities to propositions; what AS then gives 
us is an account of how to extend such an assignment of probabilities to sen-
tences. On the present view, probabilities of sentences are not always probabili-
ties of propositions, so we should not expect them to obey the same constraints 
as probabilities of propositions. Thus, the problem lies not with standard proba-
bility theory, but with the way it is sometimes construed. Probability theory is a 
theory of the probabilities of propositions, not sentences.

To conclude, let me discuss a common objection to views like the present 
one. According to this objection, the axioms of probability theory are constitu-
tive of the concept of probability; therefore, if a certain quantity that attaches to 
sentences does not obey these axioms, that quantity cannot properly be called 
probability.26

25. A reviewer asks, quite naturally, whether the map S �� � satisfies (an algebraic counter-
part of) the Kolmogorov axioms, and whether the conditional probability of j given α, captured 
by s � �� � � �, always coincides with the result of the ratio formula  S S� � ��� � � �/ . Since our 
semantics does not interpret Boolean compounds of conditionals, these questions cannot be prop-
erly formulated. However, we can see from the failure of the above principle that any extension of 
the present account that does interpret such compounds is bound to invalidate either the Kolmog-
orov axioms or the ratio formula for conditional probability when these are applied to condition-
als. For if one had both, the above principle would hold. See Bradley (2006) for an argument to the 
effect that, indeed, one of these principles should be invalidated to get plausible predictions about 
probabilities of conditionals.

26. The objection goes back to Lewis, who made this point against Adams (1975):

But if it be grated that the ‘probabilities’ of conditionals do not obey the standard laws, 
I do not see what is to be gained by insisting on calling them ‘probabilities’. (Lewis 1976: 
304–305)
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I have two things to say in response. First: what we call the magnitude s �� � 
does not matter to the success of the theory. Those who insist that the term prob-
ability be treated as a term of art are welcome to call s �� �  the likelihood of j .27 
What does matter is whether this quantity is what speakers estimate when they 
judge certain sentences to be “probable”, “highly unlikely”, “60% probable”, 
and so on. For ultimately, what we want is for the theory to give a satisfactory 
account of our linguistic practices.

Second, I think it is in fact justified to call s �� �. the probability of j  in s . In 
my view, probability, like other key notions like meaning or entailment, is not first 
and foremost a term of art, but an informal concept susceptible of different formal 
reconstructions, which lead to more or less successful accounts of how language 
works. What I have proposed here is such a reconstruction. In a similar vein, it 
is natural to view, say, dynamic semantics as proposing a formal reconstruction 
of the notions of meaning and consequence, which is different from that given 
by truth-conditional semantics, and has different formal features, but which still 
aims to account for how we use language in communcation and inference.

5. Extensions

5.1. Anchoring

We treated epistemic modals as devices to express attitudes towards truth-con-
ditional contents. Sometimes, however, epistemic modals, like other modals, are 
used to describe facts about the world. For instance, (16) seems to be a descrip-
tive statement about the information available to Alice.

(16) According to Alice, the butler might be the murderer.

Some theories of epistemic vocabulary (e.g., Moss 2015) account for this by pos-
tulating that epistemic modals are ambiguous between a factual reading and 
an expressive reading. Attitude semantics provides an elegant way of captur-
ing these truth-conditional occurrences of epistemic modals without postulating 
such an ambiguity. To achieve this result, we will introduce a new operator, the 
anchoring operator, which captures the semantic effect of locutions like “accord-
ing to Alice”. This operator is in fact needed independently of epistemic modals, 
to account for sentences such as the following.28

27. Thanks to Matt Mandelkern for this terminological suggestion.
28. Thanks to Shane Steinert-Threlkeld for drawing my attention to this independent 

motivation.
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(17) According to Alice, the butler is the murderer.

We will enrich our formal language with a set   of labels, standing for different 
sources of information: Alice’s information, the content of a certain database, the 
results of a medical examination, etc. We will refer to these labels as anchors. We 
also extend our models with a family of maps { }s aa � �  from worlds to infor-
mation states, where s wa( ) represents the information state associated to source 
a  at world w .

Given a sentence ��  and an anchor a∈, we will be able to form a new 
factual sentence ¯a � � 0 , standing for the claim “according to a, j”. Since sen-
tences of the form ¯a j  are factual, their semantics will be given in terms of 
truth-conditions with respect to worlds. The relevant truth conditions are sim-
ple: “according to a, j” is true at w  iff the information state associated with a  at 
w  accepts j .

Definition 5.1 (Semantics of the anchoring operator).

•	 w s wa ¯a � �� �( )

Let us illustrate the clause by looking at the examples above, repeated below:

(18) a. According to Alice, the butler is the murderer.� ¯a p
    b. According to Alice, the butler might be the murderer.� ↓ ◊a p

Our semantics delivers the following truth-conditions for these sentences:

•	 w p s w p L s w pa a ↓ ⊆a � � � ��( ) ( ) | |

•	 w p s w p s w p L s w pa a a  ↓ ◊ ◊a � � � � �� ��� �( ) ( ) ( ) | |

So, (18-a)  is true if Alice’s information implies that the butler is the murder, 
while (18-b) is true if Alice’s information is compatible with the butler being the 
murder. These are good predictions.

Notice that, in the interpretation of (18-b), our clause for epistemic modals 
as attitude shifters is exploited to produce a truth-conditional result. Thus, the 
idea that epistemic modals are shifters of the attitude parameter does not stand 
in contrast to the fact that epistemic modals have objective, truth-conditional 
readings; instead, it can be exploited to derive these readings.

Also, crucially, (18-b) is correctly predicted to involve not two epistemic 
quantifiers—one associated with the anchoring and one with the modal—but 
a single quantifier, whose kind (existential) is determined by the modal, and 
whose range (Alice’s state) is determined by the anchor. This elegant interplay 
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is made possible by the fact that no universal quantifier is directly built into the 
meaning of the anchoring operator. Rather, the anchoring operator by default 
sets the attitude parameter to acceptance; if no modal operator interferes, as in 
(18-a), the acceptance parameter ultimately provides a universal quantifier over 
epistemic alternatives; however, if a modal operator is present, as in (18-b), it 
may shift the attitude parameter away from acceptance; as a consequence, no 
universal quantification will show up in the resulting reading. Thus, the same 
fundamental idea which allowed us to solve the problem of embedded condi-
tionals also does some work in other places, such as the interpretation of modals 
in anchored contexts.

Notice that all the phenomena concerning conditionals that we discussed 
above also arise when conditionals occur in an anchored context. For instance, 
(19-a) and (19-b) seem to mean exactly the same.

(19) �a. �According to Alice, it might be that if Bob left he went to London. 
↓ ◊a ( )p q⇒

   b. �According to Alice, if Bob left it might be that he went to London. 
↓ ◊a ( )p q⇒

The explanations that we saw for the un-anchored case all carry over. For 
instance, (19-a) and (19-b) are indeed predicted to be semantically equivalent. 
Here is the proof that they have the same truth-conditions, where the second 
equivalence uses Fact 4.3:

w p q s w p q

s w p q

w p q

a

a

 




↓ ◊ ◊
◊

↓ ◊

a

a

( ) ( )
( )

( )

� � �
� �
� �

�

�

This shows that the solution to the embedding problem that AS provides does 
not crucially rest on treating modal sentences as lacking truth conditions; rather, 
it rests on something more abstract, namely, the presence of a specific state-
based layer in the semantics, where modals operate as shifters of an attitude 
parameter, and conditionals as restrictors of an information state parameter. In 
principle, the proposal is even compatible with the view that the state-based 
layer is “subordinate” to the truth-conditional layer and only ever triggered by 
(possibly covert) anchoring operators.29

29. Notice however that this kind of view, unlike the one advocated here, still faces the prob-
ability problem.
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Occurrences of modals can be anchored not just when the sentence contains 
an explicit ‘according to’ locution, but also when an anchor is implicit. This 
allows us to make sense of the possibility of nestings of epistemic modals. E.g., 
suppose we observe a detective at work, not knowing exactly what evidence 
she has gathered. It seems that, in this context, we can use (20) to convey that 
the detective might have gathered enough evidence to conclude that the butler 
did it.

(20) It might be that the butler must be the murderer.

This can be predicted if we analyze (20) as involving an implicit anchor to the 
detective’s information for the second modal: indeed, the formula ◊ ¯a p is 
accepted in s  just in case s  is compatible with the truth of ¯a p, i.e., with the 
possibility that according to the detective the butler must be the murderer.

Notice that, intuitively, a reading where at least one modal is anchored 
seems to be  the only option for (20). Here is a possible explanation: in AS, 
iterating epistemic modals is always redundant in the absence of an anchor, 
since later modals overwrite the parameter setting which the earlier modals 
contribute. Assuming, with various authors (e.g., Katzir & Singh 2013; Meyer 
2013) that natural languages implement a pragmatic ban  against struc-
tural redundancy, this renders the LF without anchoring pragmatically 
unavailable for (20).

Finally, let me briefly note that the strategy described in this section can also 
be used to give an account of attitude verbs. The idea would be that an attitude 
verb operates similarly to the anchoring operator above: it selects its own infor-
mation state, its own quantificational force, and checks whether the prejacent is 
supported at that state with that force. It seems natural to think, for instance, that 
attitude verbs like believe, suspect, and doubt operate by selecting the same state—
the agent’s doxastic state—but different attitudes. Of course, a proper develop-
ment of the idea must be left for another occasion.30

30. A reviewer also suggests the intriguing hypothesis that an attitude verb like want uses the 
same information state as believe, but a different attitude parameter, whose semantics involves, 
say, preferential relations between worlds in the state. They point out that this provides a prin-
cipled explanation for Heim’s observation that a desire ascription requires the presupposition of 
its prejacent to be satisfied by the agent’s belief state (Heim 1992). They further suggest a starting 
point for an explanation for why epistemic modals do not embed under want (Anand & Hacquard 
2014): for if such a modal were present, the specific contribution of want with respect to believe 
would be obliterated. This are very interesting ideas, which should explored in more detail in 
future work.
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5.2. Negation

Let us now turn to negation. Though not a modal operator, various observations 
suggest that negation also commutes with the conditional, i.e., that � �� �p q  is 
equivalent to p q�� . This is hard to check directly, since conditionals may only 
be negated by means of circumlocutions like “it is not the case that”, which may 
also express a more pragmatic kind of rejection. However, the situation becomes 
clearer if we embed conditionals under linguistic items which arguably lexical-
ize negation, such as the attitude verb ‘doubt’ or the quantifier ‘nobody’. Follow-
ing several authors (von Fintel & Iatridou 2002; Higginbotham 1986; Klinedinst 
2010; Santorio 2017), consider:

(21) a. I doubt that if Alice took the test she passed. � B Ta Pa� �� �
    b. I believe that if Alice took the test she failed.� B Ta Pa��� �

(22) a. Nobody passed if they took the test.� � � �� �x Tx Px
    b. Everybody failed if they took the test.� � ��� �x Tx Px

The two sentences of each pair seem to convey the same. Assuming that 
‘doubt’ is equivalent to ‘believe not’, ‘nobody’ to ‘everyone not’, and 
‘fail’ to ‘not pass’, these equivalences can be accounted for, provided that 
� �� � � ��p q p q .

An asset of attitude semantics is that it can be extended in a natural way with 
an account of negation that predicts this commutation. Let us see how.

First, we extend the syntax given in Definition 3.2 by allowing all formulas of 
our epistemic language   to be negated. To interpret negation beyond the fac-
tual fragment, we need to extend our semantic machinery: following so-called 
bi-lateral theories,31 we assume that, relative to a state s  and an attitude A, a for-
mula j  can be supported either positively ( s A

� � ) or negatively ( s A
� � ). The 

semantics given above can be extended in an elegant way to this bi-lateral setting.
Let us start from factual formulas � �0. In this case, the attitude parameter 

specifies the relevant kind of quantification over the live possibilities, while the 
polarity parameter ( � �/ ) specifies whether we are concerned with truth or with 
falsity.

31. Examples include data semantics (Veltman 1981; 1985) and versions of dynamic semantics 
(Willer 2018), inquisitive semantics (Bledin 2020), and truth-maker semantics (Fine 2017).
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•	 s w L s w�
� � � � � � � � �� �: 1   •  s w L s w�

� � � � � � � � �� �: 0

•	 s w L s w�
� � � � � � � � �� �: 1    •  s w L s w�

� � � � � � � � �� �: 0

•	 s s w w x
x
� � �� � � � �� �� � �� 1    •  s s w w x

x
� � �� � � � �� �� � �| 0

Next, take modals: as before, modals act as shifters of the attitude parameter; 
moreover, they behave in a dual way on the positive and negative side.

•	 s sA �
�
��� �         •  s sA �

�
��� �

•	 As sϕ ϕ+ +
∃⇔à          •  As sϕ ϕ− −

∀⇔à 

•	 s sA t
 � ��P� ��         •  s sA t

 � ��
�

P� ��1

As before, conditionals simply restrict the evaluation state to the antecedent 
worlds, leaving everything else the same.32

•	 s sA A � �� � � �� � � �      •  s sA A � �� � � �� � � �

Finally, negation flips positive and negative support:

•	 s sA A � �� �� �         •  s sA A � �� �� �

Now let us look briefly at how negation behaves in this system.
First, since we also have negation as a truth-conditional operator, in prin-

ciple we might have a conflict between the result we get when we interpret 
negation at the truth-conditional level, as reversing the truth-value of a for-
mula at each world, and the result we get when we interpret it at the support 
level, as reversing the polarity of support. However, one can check that, in 
fact, the two interpretations lead to the same results. For instance, consider the 
case of positive acceptance. If we interpret ¬  as a truth-conditional operator, 
we have:

32. As before, we take s[ ]a  to be defined only α is supposable, and we take conditionals to be 
interpretable in a state only if this condition is satisfied.
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s w L s w w L s w�
� � � � � � � �� � � � � � � � � � �� � �: :1 0

If we interpret ¬  at the support level, we get to the same result:

s s w L s w �
�

�
�� � � � � � � � � �� � �: 0

Second, negation interacts elegantly with the modalities: indeed,   and à are 
semantically dual to each other via negation in the usual way.

Fact 5.2 (Duality) For every formula �� :

•	 � �� �� �à       •  � �� �� �à

•	 à� �� �� �       •  � �à� �� �

As an illustration, here is the proof that the formulas j  and � �à �  have 
the same positive support conditions with respect to every attitude (the 
proof that they also have the same negative support conditions is completely 
analogous):

s s

s

s

s

A A

A

 




� �

�
�

�
�

�

� � � �
� �
�
�

à à� �
�

�
�

Finally, negation commutes with the conditional.

Fact 5.3. � �� � ��p q p q

Here is the proof. Again, I spell out only the case of positive support, but the case 
of negative support is completely analogous.

s p q s p q

s p q

s p q

s p q

A A

A

 





� �

�
�

�
�

�

� � � �
�
� �
� ��

( )
[ ]
[ ]
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6. Comparison with the Restrictor Theory

According to Kratzer’s restrictor theory of conditionals (Kratzer 1986) the embed-
ding problems that we faced in Section 2.2 stem from a fundamental mistake 
about the syntax of conditionals: there is no operator ⇒  corresponding to the ‘if 
. . . then’ construction in natural language. Rather, if-clauses spell out the restric-
tor argument of a modal operator. Thus, for instance, the following sentences do 
not have the logical forms we have assumed above, but rather the ones given on 
the right:

(23) a. If Alice left, she must have gone to London.� pq
    b. If Alice left, she might have gone to London.� àpq
    c. If Alice left, she probably went to London.� Ppq

In these formulae, the modified operator Op  works like the original operator O, 
except that the relevant domain is restricted to worlds where p  is true.

Moreover, the sentences in (24), though differering in the way the operators 
appear at surface form, actually correspond to exactly the same logical forms.

(24) a. It must be that if Alice left she went to London.� p q
    b. It might be that if Alice left she went to London.� àpq
    c. It is probable that if Alice left she went to London.� Ppq

Thus, on this approach the problem of why the sentences in (23) sound equiva-
lent to the sentences in (24) vanishes—or, rather, it is transformed from a seman-
tic problem to a problem of syntax-semantics interface.

What about plain conditionals like (25), so-called bare conditionals?

(25) If Alice left, she went to London.� p q

Kratzer postulates that such a sentence actually contains a silent epistemic 
‘must’, so its logical form is the same as that of (23-a) and (24-a), namely,p q .  
Thus, the equivalence between ‘if A, C’ and ‘if A, must C’ is obtained by 
stipulation.

Finally, Kratzer’s theory can explain why, although (25) involves a universal 
quantification over epistemic possibilities, (24-b) does not. According to this the-
ory, appearances are deceiving: (24-b) is not obtained by embedding (25) under 
‘might’, but by replacing the silent ‘must’ in the logical form of (25) by a ‘might’. 
As a result, the logical form of (25) does not occur as a sub-constituent in (24-b). 
In this way, the restrictor theory dissolves the embedding problem discussed in 
Section 2.2.
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However, the theory still faces the probability problem. To see why, consider 
again the scenario described in Section 2.3. A fair die was rolled and the outcome 
has not yet been revealed. Our friend Alice makes the following guess:

(26) If the outcome is even, it is above three.� p q

Intuitively, though she cannot be sure, what she said is quite likely, since two 
out of three even outcomes are above three. But now, if the logical form of (26) is 
p q , what Alice has asserted is that it is epistemically necessary that the outcome 
is above three, given that it is even. Since this is clearly not the case, we should 
judge what she said to have probability zero or near-zero. But that seems wrong.

It is sometimes suggested in discussions that the advocate of the restrictor 
theory could respond by giving the following error theory: when we say that the 
probability of (26) is 2/3, what we are in fact doing is not judging the probability 
of the bare conditional (26); instead, we are making an assertion of the form “It is 
2/3 probable that if the outcome is even, it is above three”, in which the if-clause 
restricts the explicit probability operator. But this does not solve the problem, 
since it does not explain why we would assert this when asked to judge the like-
lihood of what Alice said. According to the theory, this behavior is perplexing: 
what Alice said is p q , but when we are asked how likely that is, we instead 
make an assertion about the conditional probability of q  given p. Why would 
we do that? The given error theory does not seem to offer a coherent explanation 
of the way we behave when asked about the probabilities of conditionals (for 
related discussion of this problem, see also Mandelkern 2018).33

Let us now examine some similarities and differences between Kratzer’s 
restrictor theory and attitude semantics. An important similarity is that, in both 
theories, conditional constructions serve only a restricting function, and do not 
contribute a quantifier. The source of quantification lies elsewhere. This funda-
mental point of convergence is what allows both theories to predict, e.g., that the 
sentence “it might be that if A then C” involves just an existential quantifier over 
possible worlds, and no universal quantifier.

At the same time, there is a key difference between the two theories. The 
source of quantification is not the same in both: in Kratzer’s theory, the source 
of quantification is a modal operator; therefore, we need to assume that a modal 
operator is always present in a sentence involving conditionals, whence the 

33. These considerations might raise the question of what, according to our own account, is 
the object whose probability we are judging—given that it is not a proposition. The quick answer 
is that it is the content expressed by Alice’s utterance. This content can be identified with a set of 
state-attitude pairs, namely, � �p q s A s p q

A
� � � � �� �, |  . This means that the present approach 

yields a generalized notion of sentential contents, suitable to capture both contents of factual and 
non-factual sentences. See Ciardelli (in press) for detailed discussion of this point.
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need to postulate silent necessity modals in the logical form of bare conditionals. 
Besides lacking independent motivation, this stipulation is empirically problem-
atic, as we saw, in light of probability judgments about conditionals. In AS, by 
contrast, the source of quantification is the attitude parameter; while modal oper-
ators can shift this parameter, we need not assume that every sentence contains a 
modal operator. Thus, AS obviates the need for covert modals. If a sentence does 
not contain an epistemic modal that fixes the attitude parameter, the relevant 
quantification is not determined once and for all from within the sentence, but is 
determined from the outside, by the attitude under consideration. If the sentence 
is asserted, the relevant attitude is full acceptance, which is responsible for intro-
ducing a universal quantifier, producing the same effect as if the sentence had 
contained a ‘must’. But in case the sentence is assessed for probabilistic accep-
tance, the process will involve weighing of probabilities rather than universal 
quantification, thus differing from the assessment of the corresponding ‘must’ 
sentence. This is why attitude semantics, unlike Kratzer’s version of the restrictor 
theory, can solve the probability problem.

To conclude, let me point out that, while differing from Kratzer’s specific 
theory, attitude semantics can itself be seen as embodying a version of the 
restrictor view of conditionals: if-clauses are merely devices to restrict the rel-
evant set of epistemic possibilities. This may seem too restrictive: as Kratzer 
(1981) emphasized, in general if-clauses can serve to restrict different things, 
not just a set of epistemic possibilities. But while the simple theory presented 
in this paper is not equipped with the resources to deal with if-clauses which 
perform non-epistemic restrictions, it can be extended with such resources in a 
natural way, drawing on ideas from the restrictor tradition. Such an extension is 
described in Ciardelli (in press).

7. Conclusion

According to the Box View which lies at the core of many modern accounts, 
indicative conditionals are essentially restricted epistemic necessity modals. 
Two kinds of considerations challenge this view: first, conditionals do not 
embed under other operators like epistemic necessity modals; and second, the 
probability of a conditional is not the probability of an epistemic necessity claim. 
Both observations point to the conclusion that the core semantics of conditionals 
involves only a restriction of the set of relevant alternatives, and not a universal 
quantification over the resulting set.

This simple idea, however, is not easy to turn into a concrete proposal. After 
all, suppose we have used the antecedent to restrict the relevant set, generating 
a hypothetical information state; what should we then do with the consequent? 
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The standard answer is: check whether it is acceptable—whence the universal 
quantification. In this paper we saw that another answer is possible: do with 
the consequent whatever you were originally doing with the conditional. If 
you were checking if the conditional is acceptable, check if the consequent is 
acceptable in the hypothetical state; if you were judging the probability of the 
conditional, judge the probability of the consequent in the hypothetical state; 
and so on.

We have seen how to implement this idea in a formal system which we called 
attitude semantics. This system provides a solution to the embedding problem 
and to the probability problem, while still accounting for the data that moti-
vated the Box View. In more detail, the proposal (i) predicts that the acceptance 
conditions for a factual conditional p q⇒  accord with the Box View: p q⇒  is 
fully accepted iff all the epistemically possible p-worlds are q-worlds; (ii) makes 
p q⇒  and p q⇒  logically equivalent, and p q⇒  and ◊( ∧p q¬ ) logically incon-
sistent; (iii) explains why p ⇒ q  fails to contribute a universal quantifier when 
embedded under epistemic modals; (iv) given an epistemic modal M, it predicts 
the commutation M Mp q p q�� � � � ; (v) in combination with a natural charac-
terization of probability, it vindicates Adams’ thesis, predicting that the proba-
bility of p q⇒  is the conditional probability of q  given  p.

In order to achieve these results, we adopted a novel semantic architecture: 
sentences are interpreted relative to two semantic parameters: an information 
state s , and an attitude A. Epistemic modals are treated as attitude shifters. This 
reflects the idea that epistemic modals like ‘might’, ‘must’, and ‘probably’, at 
least in some of their uses, do not contribute to the truth conditions of the sen-
tence but are, instead, ways of expressing an attitude towards the prejacent. This 
idea is related to a tradition that views epistemic modals as force modifiers (see, 
among others Bybee, Perkins, & Pagliuca 1994; Huddleston & Pullum 2002; Price 
1983; Schnieder 2010), whose role is to modulate the “force” with which a prop-
osition is put forward. To see how this idea is vindicated in our setting, consider 
for example an assertion of “probably p ” (Pp ). With such an assertion, one is 
proposing to adopt a state that fully accepts this sentence. However, to fully 
accept Pp  is not to fully accept a proposition; rather, it is to bear a certain atti-
tude to the proposition p , namely, partial acceptance to a high degree. Thus, 
when we compare an assertion of p  with an assertion of “probably p ”, we see 
that the speaker is putting on the table each time the same proposition p , but 
recommending a different attitude towards it: full acceptance in one case, partial 
acceptance in the other. At the same time, we see that in our proposal, epis-
temic modals do make a compositional semantic contribution: this is crucial to 
accounting for their role in embedded contexts, as we illustrated in Section 5.1. 
Thus, AS  vindicates some intuitions that motivated the force modifier view, 
while avoiding the main criticism usually moved to the view—namely, that it 
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leaves us unequipped to account for epistemic modals embedded in truth-con-
ditional constructions (von Fintel & Gillies 2007; MacFarlane 2011).

These merits are shared by some previous expressivist accounts of epistemic 
modals, in particular the one of Yalcin (2007; 2011). However, in Yalcin’s account, 
modals are treated as contributing a quantification over epistemic alternatives; 
by contrast, in AS the role of epistemic operators is to shift a semantic parameter 
of the evaluation. This parameter, in turn, contributes the relevant quantifica-
tion, but that happens only once a factual formula is eventually interpreted. The 
difference is immaterial when we look at plain epistemic statements like àp,  
since then the shift of the relevant parameter and the transformation of this 
parameter into a quantifier occur directly in a sequence, producing the same 
overall effect as if à had directly introduced the quantifier. But the difference 
becomes crucial when we look at epistemic operators scoping above condition-
als, as in à( )p q⇒ : in this case, first à shifts the attitude parameter to ∃ ; then the 
conditional updates the information state parameter from s  to s p[ ]; and only at 
this stage, when it comes to assessing q , the attitude parameter contributes an 
existential quantification over the worlds in s p[ ]. Thus, the relevant quantifica-
tion only shows up when we finally assess the consequent, after the restriction 
has taken place.

Turning from modals to conditionals, AS  can be seen as providing a rec-
onciliation of two different traditions, the Box View tradition and the probabi-
listic tradition (Adams 1965; 1975; Bennett 2003; Edgington 1986; 1995), which 
focused on somewhat different aspects of the semantics to conditionals. In AS, 
both can be recovered: the semantics of p q⇒  as given by AS predicts at the 
same time that (i) the conditional is logically incompatible with à( )p q�� , and 
that (ii) its probability is the conditional probability of q  given  p . This shows 
that the insights from the two traditions need not lead to conflicting views about 
the semantics of conditionals, but can be seen as two different facets of a single 
semantics.

To conclude, let me mention three directions for further work. First, it would 
be interesting to study in more detail the formal and logical features of AS, espe-
cially since such an investigation would give us more insight into the repercus-
sions of having an extra attitude parameter in the semantics.

Second, as we know from Lewis (1975), if-clauses can be used to restrict not 
only the domain of quantification of modals, but also that of other operators, in 
particular, adverbs such as sometimes, usually, and always, as in (27):

(27) Usually, if a man buys a horse, he pays cash.

It would be interesting to explore to what extent the proposal made here can be 
extended to deal with the interaction between conditionals and such adverbs, 
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which seems to present many of the same puzzles that we discussed above. It 
seems that the same basic semantic architecture can be used, but the fundamental 
ingredients of the semantics must be construed somewhat differently: the ana-
logue of the attitude parameter in these sentences would be a “frequency param-
eter”, which the adverb shifts, and the analogue of an information state would 
be a domain of occasions/situations which the conditional restricts.34 The fact 
that conditionals are treated as mere restricting devices is crucial in this setting 
as well. Indeed, Gillies (2010) gives a Box View account of conditionals which he  
argues to share the benefits of the restrictor theory in accounting for the way in 
which if-clauses restrict epistemic modals. However, Khoo (2011) shows that 
this account does not extend to adverbs of quantification: the problem, as Khoo 
clearly shows, is precisely that in order to get the right predictions we need to 
get rid of the universal quantification introduced by the conditional, and it is not 
clear how to do that. In the present approach, this problem does not arise, since 
conditionals do not introduce a universal quantification to begin with.

Finally, the proposal should be extended to cover subjunctive conditionals. 
These conditionals raise problems analogous to those discussed here for indica-
tives. For instance, (28-a) and (28-b) seem to mean the same:

(28) a. It is probable that if Alice had left she would have gone to London.
    b. If Alice had left, it is probable that she would have gone to London.

The solution presented in this paper extendeds straightforwardly to this case. 
The crucial difference with the indicative case is that, for subjunctive condition-
als, the hypothetical state resulting from an assumption is not obtained just by 
conditionalization, but must be computed by a different procedure, perhaps 
involving causal reasoning or a similarity ordering. The specifics of this proce-
dure, however, do not matter to our solution of the embedding problem. Suppose 
 stands for the subjunctive conditional and s a  for the result of supposing a  
as a subjunctive assumption in state s. Suppose the semantics of  is given by a 
Ramsey-test clause analogous to the one for ⇒:

34. This is not to say that sentences involving adverbial quantifiers don’t express proposi-
tions: they do. The idea is the following: a basic sentence p (say “Alice has eggs for breakfast”) 
is true relative to a world w and a specific occasion o (in our example, think of the occasion as a 
particular day). We can then ask whether a world w satifies p relative to a certain frequency (uni-
versal, if p is true at all the relevant occasions; habitual, if p is true at most occasions, etc.). The role of 
adverbial quantifiers is to shift the relevant frequency: for instance, “usually p” will be satisfied at a 
world w relative to an arbitrary frequency if p is satisfied at w with habitual frequency. We can then 
take the proposition j  associated with a sentence to be the set of possible worlds where j is satis-
fied with universal frequency. Then, for instance, the proposition expressed by “Alice usually has 
eggs for breakfast” will be the set of those worlds where on most days, Alice has eggs for breakfast.
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Thus, the commutation of P and  is predicted.
Moreover, consider the probability issue. It seems that the probability of a 

subjunctive conditional p  q is just the probability that q  is true in the state 
s p  resulting from the counterfactual assumption of p .35 This can be predicted 
in the same way as we did for epistemic conditionals in Section 4.3. Indeed, we 
have s p q s p q s p q x

x x
� � �� �� � � � � � �( ) . Since s p q( )  is defined as the 

largest x  such that s p q
x
� �π , we have thats p q s p q( ) ( ) � � � , as expected.
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