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Elga (2010) argues that no plausible decision rule governs action with imprecise credences. I follow Moss (2015a) in claiming that the solution to Elga’s challenge is found in the philosophy of mind, not in devising a special new decision rule. Moss suggests that in decision situations that involve imprecise credences, we must identify with a precise credence, but she says little about identification. By reflecting on the common conception of identification and on what is necessary for Moss’s solution to succeed, I argue that identifying with a precise credence is fundamentally accepting (in the sense of Bratman 1992; Cohen 1989) a proposition about probabilities. The norm on action with imprecise credences is then a special case of the general norm on action and acceptance. I delineate a number of attractive features of this position.

1. Introduction

Suppose that a coin you know to be fair is about to be flipped. It is plausible that you ought to have a precise degree of confidence or credence in the proposition that it comes up heads. But in many cases, our credence is justifiably imprecise, mushy, or vague. Adam Elga describes such a case:

A stranger approaches you on the street and starts pulling out objects from a bag. The first three objects he pulls out are a regular-sized tube of toothpaste, a live jellyfish, and a travel-sized tube of toothpaste. To what degree should you believe that the next object he pulls out will be another tube of toothpaste? (2010: 1)

The natural thought is that one’s credence can permissibly be imprecise in such a scenario (Levi 1974; Jeffrey 1983; Joyce 2005; 2010; Sturgeon 2008).¹

¹. Carr (2020) argues, however, that even in cases of imprecise evidence, it is permissible to have precise credences.
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Some theorists disagree. They claim that it is impermissible to have imprecise credences, arguing that there is no plausible decision rule about how imprecise credences should license and forbid actions (Elga 2010; White 2009: 178–80; Dorr 2010: 198). Consider, for example, an imprecise credence of 10–80% in the proposition that it will rain tomorrow. Is someone who has that credence rational if they act as if rain tomorrow is both 10% and 80% probable? Doesn’t that seem impossible? Or maybe they must choose some particular value, \( n \), in the interval and consistently act as if rain tomorrow is \( n \) probable? Then in what sense is their credence imprecise, rather than of precise degree \( n \)?

Sarah Moss (2015a) suggests a picture of how to decide and act in these scenarios. In reasoning and making decisions with an imprecise credence, we must identify with some precisification of that credence. For instance, if you have a 10–80% credence that it will rain tomorrow, you must reason and decide as if you have some precise credence of degree between 10% and 80% in that proposition. But, on her picture, there is no general rule about which precisifications you can identify with. And it can be permissible to identify with different precisifications at different times.

I find Moss’s account insightful because it brings to light a different way of viewing the problem of acting with imprecise credences. It is natural to think that a response to this problem involves defending a decision rule that specifically governs imprecise credences. Joyce, for instance, says, “[w]hat you need is some decision rule that will tell you how to make choices when expected utility assessments are equivocal” (2010: 311). Moss, instead, inspires a response that involves reflection in the philosophy of mind. She doesn’t merely put forth a different decision rule; she ties decision to aspects of the reasoner’s state of

2. Elga (2010: 6) asks about what he calls the midpoint rule, which says that a person should always act as if their credence is the midpoint of the interval. Joyce (2010: 311) and Moss (2015a: 681) note that this is incoherent as a general decision rule for rational believers, and Elga likely means something related. To understand what, let’s focus on imprecise credal states in general, rather than imprecise credences toward particular propositions. First, represent a precise credal state by a credence function, which maps each proposition to a real number (many theorists think that in order to be rational, the credence function that represents one’s credal state must be a probability function). Then conceive of having an imprecise credal state as indecision between precise credal states, which we can represent as a set of credence functions, called a person’s representor. How does this relate to the midpoint rule? Well that rule said that there was one particular credence—the one whose degree is at the midpoint of the imprecise range—that a person should act in accordance with. In the current framework where we have a general view of a person’s credal state, the analogue of the midpoint rule is a rule which says that there is some precise credal state which is represented by a credence function in a person’s representor that they must always act in accordance with. But, then, as with the midpoint rule, we can ask: in what sense is that not the person’s precise credal state? In what sense do they not have precise credences? For the purposes of this paper, I will focus on a single proposition, so thinking in terms of interval confidence for that proposition, rather than a representor will do.
mind—the precise credence they identify with—that aren’t necessitated by their imprecise credence.

Moss reasons to her position by analogy to moral dilemmas. Though this reasoning is suggestive and dialectically effective, it would be illuminating to give an explanation that is both more direct and more general. In order to do so, I will investigate the key notion in her account—identifying with a precise credence. I’ll argue that it is plausible that identifying with a precise credence, say of degree $n$ in $p$, is accepting (in the sense of Bratman 1992; Cohen 1989) that the probability of $p$ is $n$. Assimilating identification to the already explored notion of acceptance makes for a fuller and deeper Mossian response to the challenge to imprecise credences. My ground for this response is more direct than an analogical one. More importantly, my picture is more general, in that I don’t brutally posit Moss’s norm on action in scenarios where a person has an imprecise credence. Instead the norm falls out of a general account of the connection between acceptance and action.

I start by relaying Elga’s presentation of the challenge for imprecise credences. Then I present Moss’s solution. Next I make the case that identifying with a precise credence is accepting some probabilistic statement and show how this fits in a Mossian picture. This inspires a wider perspective, seeing Moss’s account of action with imprecise credences as a special case of a general picture of the connection between acceptance and action. The resulting picture allows for a satisfying answer to an objection to Moss’s account and for extensions into natural but rarely-discussed ways of having imprecise credences.

2. The Objection to Imprecise Credences

Elga’s argument that there is no plausible account that explains how imprecise credences license and forbid actions proceeds by eliminating candidate decision rules. I’ll focus on the rule most relevant to the view to be developed in this paper.

Suppose that you find yourself in the following betting situation (I’ll make the simplifying supposition throughout that you value money linearly and only value money). You know that you will be offered bets A and B in quick succession, so that you will gain no new evidence between the offerings.

Bet A: If it rains tomorrow, you lose $10. If it doesn’t rain, you win $15.
Bet B: If it rains tomorrow, you win $15. If it doesn’t rain, you lose $10.
Bets A and B are a great pair to go in for, since they guarantee you $5 no matter what happens. They comprise what Alan Hájek calls a Czech Book (2009). Now you might agree to only one of these bets. For instance, if you were certain it was going to rain tomorrow, you’d agree to Bet B and reject bet A. Elga’s central claim is that it is irrational to reject both bets. He claims that any plausible decision rule, including one governing imprecise credences, must require you to agree to at least one of the bets (2010: 4).

Any agent with a precise credence will not reject both bets if they follow the standard expected utility maximizing decision rule (it is permissible to perform an action that has highest expected utility according to one’s credences and utilities and it is impermissible to perform an action that does not). If your credence that it rains tomorrow is of degree less than 60%, then agreeing to Bet A is permissible and declining is impermissible, and if your credence is of degree greater than 60%, declining Bet A is permissible and agreeing to it is impermissible; both agreeing to and declining Bet A are permissible if your credence is of degree 60%. Similarly, if your credence that it rains tomorrow is of degree greater than 40%, then agreeing to Bet B is permissible and declining is impermissible, and if your credence is of degree less than 40%, declining Bet B is permissible and agreeing to it is impermissible; both agreeing to and declining Bet B are permissible if your credence is of degree 40%. Note that there is no degree of credence that makes declining both bets permissible. Having precise credences and following the expected utility maximizing rule allow you to straightforwardly and determinately make decisions in this case.

Things are murkier when we consider imprecise credences. An agent who always makes decisions on the basis of the expected utility maximizing rule won’t receive guidance in cases where they have imprecise credences, since there is no single probability to use in the calculations. So, many theorists devise special decision rules for this special situation. We’re going to focus on one such rule in this section. To understand it, let’s define the notion of a precisification of an imprecise credence. Let’s stipulate that an imprecise credence has an interval as its degree and a precise one has a particular real number as its degree. Then

---

3. It’s common to talk of accepting and rejecting bets. Since acceptance plays a central and particular role in this paper, I talk of ‘going in for’ and ‘agreeing to’, rather than ‘accepting’ bets.

4. Hammond (1988: 294–96) and Seidenfeld (1994: 458–59) give earlier versions of this decision problem, (though they don’t take it as decisive against the existence of imprecise credences). Mahtani (2018) strengthens the problem, but she thinks that positing that people only have precise credences is not a successful way out. Hedden (2015) assimilates the problem to a class he calls diachronic tragedies.

5. The exception is when there are ties in expected utility, as there will be when considering Bet A with a 60% credence or Bet B with a 40% credence. Both agreeing to and declining Bet A is permissible with a 60% credence; similarly for Bet B with a 40% credence (though there is still no level of credence that makes declining both bets permissible).
a precise credence, $c'$, is a precisification of an imprecise credence, $c$, if $c$ and $c'$ have the same content and $c'$'s degree is a member of $c$'s degree. Consider the following decision rule:

**Permissive:** Suppose that $c$ is an imprecise credence with content $p$. For any precisification of $c$, $c'$, it is permissible for you to act as if you have $c'$. It is impermissible to act as if you have a credence with content $p$ that is not a precisification of $c$.

This is the natural first suggestion for a decision rule for imprecise credences. As Elga says, “If your evidence is so unspecific as to demand a widely spread-out probability function, it is natural that the requirements of rationality be correspondingly spread out” (2010: 5). Suppose that you have an imprecise credence of 10–80% that it will rain tomorrow and are offered the sequence of bets described above. **Permissive** says that it is permissible for you to go in for the sequence of bets—since the 10% precisification of your credence yields an expected value of $12.5 for Bet A (which is greater than the $0 alternative of rejecting) and the 80% precisification of your credence yields an expected value of $10 (>0) for Bet B. That’s great because if you do agree to both bets, you’re guaranteed to make five bucks.

**Permissive** also has the consequence that there is a “whole range of bets such that for each one, it is rationally permitted that you accept it and also rationally permitted that you reject it” (Elga 2010: 5). This is true of Bet A and Bet B. **Permissive** allows you to reject Bet A based on the 80% precisification of your imprecise credence (EV(Bet A) = $-5 < 0) and then to reject Bet B based on the 10% precisification (EV(Bet B) = $-7.5 < 0). This is the situation that Elga claimed to be irrational. So, he thinks **Permissive** must be false.

Elga argues against other decision rules and the literature includes even more rules as attempted solutions, but **Permissive** is the one that will serve as our point of comparison. First, as Elga says, it is the natural candidate given the motivations for imprecise credences. Second, Moss’s rule is much like, though more restrictive than, **Permissive**.

---

6. In the way of speaking of entire credal states in note 2, a precise credal state is a precisification of an imprecise credal state if the credence function that represents the precise credal state is a member of the set of functions that represents the imprecise credal state. Proceeding with this more general picture would explain cases that my discussion in the main text obscures, e.g., imprecise thoughts like thinking that $p$ is twice-to-three-times as likely as $q$—where there is no single content involved in the thought. For ease of exposition, I’ll focus on the simple cases in this paper. Thanks to an anonymous reviewer for discussion. I’ll return in Section 7 to a further way in which I’m being too specific in the representation of imprecise credences: that they need not be interval-valued.
3. Moss’s Solution

Many theorists have responded to Elga’s problem (Joyce 2010; Bradley & Steele 2014; Chandler 2014; Sahlin & Weirich 2014; Sud 2014; Williams 2014; Rinard 2015), and many of these have done so by offering a decision rule that, for an imprecise credal state and a set of values, determines what a person may or should do in a choice situation.7 Moss’s response is different. While she does offer something like a decision rule, she realizes that this is also a problem in the philosophy of mind.8 What a person may do, according to her, depends on parts of their mental state other than their imprecise credal state and values. Moss agrees with Elga that someone with your imprecise credence that it will rain tomorrow must, on any particular occasion, act as if she has some precise credence. The credence she must act as if she has is the one that she identifies with. Her decision rule is:

**Identify**: Suppose that c is an imprecise credence with content p. For any precisification of c, c’, it is permissible for you to act as if you have c’ if and only if you rationally identify with c’. It is impermissible to act as if you have a credence with content p that is not a precisification of c.9

**Identify** is distinct from **Permissive** in content, but it isn’t clear whether it is distinct in extension. That depends on the constraints on which precisifications of your imprecise state you can rationally identify with. If there are no constraints, **Identify** makes the same predictions about rational action as **Permissive**. The more constraints there are, the more different the predictions of the two rules become. Moss often talks as if there are no constraints of rationality: “there is

7. Mahtani (2018) strengthens Elga’s argument to rule out a class of these proposals, and Bradley (2019) argues, for reasons we’ll discuss in Section 6, that some of these responses run afoul of common choice behavior (Ellsberg 1961). Considering a similar problem involving the value side of choice, Chang concludes that “there are choices in which whether it is rationally permissible to choose either alternative depends on our other choices” (2005: 347). In such cases, she says that the alternatives are “on a par”.

8. Though I think her focus on what is going on in one’s mind stands out, she is not the only theorist to discuss changes of mind as relevant (e.g., the ‘mind-making’ section in Williams 2014: 25–27).

9. Moss says, “What you ought to do in a particular decision situation depends on a psychological fact. This fact corresponds with some precise mental state such that you must act as that state recommends according to standard decision theory” (2015a: 764–65). This picture is related to how Chang thinks we should and do respond in hard choices where alternatives are on a par (mentioned in note 7). She thinks that we create reasons to choose one option rather than another by an act of will (2017). Chang’s notion of willing or committing is similar to identifying, but, sadly, I don’t have space to fully explore a comparison between Chang’s and Moss’s views.
no rule of rationality saying that an agent cannot change which mental state she identifies with” (2015a: 673). But sometimes she is more moderate:

There are multiple readings of the claim that a rational agent may identify with different precise mental states. A weak reading says that changing what precise state you identify with is compatible with being rational, i.e. that it is sometimes rationally permissible for you to change what precise state you identify with. A stronger reading says that it is always rationally permissible for you to change what precise state you identify with. The weaker claim is all I need for my argument against Elga (2010). (Moss 2015a: 673)

I suspect that Moss supports the more extreme position that there are no rules of rationality in this realm.

Nonetheless, she does not take on the consequences of Permissive in its full generality. This is because she thinks it isn’t psychologically possible for you to identify with just any precise credence at just any time. Since the actions you may and may not perform are based on the precise credences you rationally identify with and since you can’t rationally identify with a precise credence that you can’t identify with, there will be, in some situations, precisifications of your imprecise credence that you are forbidden from acting in accordance with. That is, Permissive is extensionally inadequate. In particular, Moss thinks that it often isn’t possible to change what precise credence you identify with quickly or without much mental effort, or to go back and forth in quick succession. Given this, the kind of quick, effortless change that is required to reject both bets in Elga’s scenario won’t usually be possible. So, Identify predicts that, typically, rejecting both bets is irrational (Moss 2015b; 2015a: 186).¹⁰

It’s important to realize that the Mossian view makes the desired prediction in Elga’s scenario for substantive, not structural, reasons. According to Identify, the context and manner in which Elga’s bets are offered makes rejecting them both irrational. Moss’s theory “allows that subtle differences between cases may settle whether agents may reject good pairs of bets without learning” (2015a: 672). It is not the structural feature of being a sequence of choices that a person knows will leave them worse off. Indeed, Moss is clear that her theory does, at least sometimes, judge as rational sequences of actions that have the structure that Elga finds problematic (2015a: 673). We can see this in her analogy to moral dilemmas.¹¹ Just as people who are stuck in moral dilemmas are not irrational for acting in one way sometimes and in another way at other times, people who are

¹⁰. Moss also lists some other reasons that we might blame a person who rejected both bets or lament their choices, which would not impugn imprecise credences (2015a: 676–77).
¹¹. This is related to Bradley and Steele’s discussion of how to generate Elga-style decision problems with no imprecise credences, if there are imprecise values or incommensurable goods.
undecided between different positions in credal dilemmas are not irrational for acting in one way sometimes and in another at other times.\textsuperscript{12} Here’s Moss’s example:

suppose that your elderly mother must move in with family, either with you or with your sister in a distant city. There is a trusted psychologist who will soon make an expert recommendation about which living situation would make your mother happiest. From your perspective, the question seems impossible. There are many factors to consider, and nothing to decide the question. After agonizing, you conclude that your mother will likely end up being happiest with you. Just a few hours later, a friend offers you 5000 frequent flyer miles in exchange for five local bus tickets. But since your mother would enjoy using the bus to get around, it makes more sense for you to keep your tickets. The next morning, however, you start to feel differently. It is not that you have gotten relevant evidence. The question is just as intractable as before. It is just that you are having second thoughts about where your mother would be happiest. Of course, now you wish you had taken your friend up on the frequent flyer miles. By coincidence, another friend offers you six local bus tickets in exchange for 5000 miles. But since you figure that your mother will end up living with your sister, and since you plan on visiting them often, it makes more sense for you to keep your miles. (Moss 2015a: 669; see also 2015b: 185)

Agreeing to both trades would have netted you a bus ticket. Nonetheless, you first identified with a higher credence that your mother would be happier living with you and the next day identified with a lower credence in that proposition. So, you rejected both trades, and, it seems, did so rationally. Indeed, you would be rational to make these decisions, even if you knew all along that both offers were coming. As Moss observes, “To judge otherwise fails to recognize a simple and familiar way in which we can rationally change our minds” (2015a: 669).\textsuperscript{13}

\textsuperscript{12} The concept of a credal dilemma rings true for me. I often find myself unable to act when uncertain, even in quite ordinary situations. It doesn’t seem like this is because I can’t figure out how to apply a complex decision rule on my imprecise credence. Rather it seems like I need to plump for one way of making the decision rather than others. I find it hard in such cases to find a reason to go one way rather than another. I usually hope for someone else to decide or simply choose on what appear to be arational grounds. We might see such cases as analogous to those where two values are said to be ‘on a par’ (Chang 2002; 2005).

\textsuperscript{13} This example makes clear that identifying for Moss isn’t simply adopting a particular credence. In that sense Frankfurt’s words about identification with desires are apt: “the intent is at least partly to resolve conflict or to avoid it. This is not achieved by eliminating one or more of the conflicting elements so that those remaining are harmonious, but by endorsing or identifying with certain elements which are then authoritative for the self” (1988b: 175).

(2014). They suggest that in both kinds of cases, these issues shouldn’t lead us to give up the plausible view that these things can be imprecise.
So far, Moss has motivated with a particular example a rule like \textbf{Identify} and described in a general way the contours of the view. But the most direct way to explain why a norm like \textbf{Identify} holds and to explore its consequences involves explaining what is the key state of mind is. That is, Moss’s great insight is that understanding choices in Elga-style scenarios involves not just decision theory, but a good bit of philosophy of mind. Unfortunately, she doesn’t pursue this insight:

The main point of the present paper is that susceptibility to sure losses does not itself guarantee that you are irrational. This point does not depend on any particular psychological theory about what constitutes identifying with particular credences. . . . There is much that can be said about the nature of credal and moral dilemmas without spelling out necessary and sufficient conditions for the psychological states that determine what is rational for agents in dilemmas . . . (Moss 2015a: 673–74)

Much can be said. A solution to Elga’s problem is possible. But its plausibility depends on the “particular psychological theory about what constitutes identifying with particular credences.” Otherwise, it’s unclear whether there is anything in people’s psychologies that plays the role that is necessary for the solution to work—for \textbf{Identify} to justify your rejecting both bets in some situations while being distinct in extension from \textbf{Permissive}.\footnote{Some psychological states obviously can’t play the role of identifying with a precise credence in \(p\). For instance, it cannot be merely judging or believing that \(p\) is true, nor can it be having any world-to-mind direction of fit attitude, like desire, toward \(p\).} In the next section, I’ll argue that there is a natural account of identifying with a precise credence that draws on an already-discussed attitude. This will help us see what a Mossian solution looks like and why it is promising, and it will allow for improvement on Moss’s treatment in important ways.

\section*{4. Identifying with a Precise Credence as Accepting}

I’ll get at the notion of identifying with a precise credence by examining it in two ways. First, what is identifying in general? Second, what features would identifying have to play in the particular case of identifying with a precise credence in order to get Moss’s desired result? Both of these ways of thinking support the position that identifying with a precise credence, say of degree \(n\) in a proposition, is accepting that the probability of that proposition is \(n\). In the next section I’ll show how such a state of acceptance serves the right role in a solution to Elga’s challenge.
We say things like “my mom identifies with her Italian heritage”, “I identify with your plight”, and “Sally identifies with the position that her state of mind can change her body”. Things we identify with fit, in a certain way, with our way of seeing, thinking about, and being in the world.15 But identifying also has downstream effects. What we identify with influences our actions and mental states. As a result of their identifications, my mom might have an Italian flag bumper sticker, I might offer you lessons learned from my experiences, and Sally might meditate daily. We also can say things like, “I’m trying to identify with the feelings he’s having but it’s hard, and might even prove impossible for me to do so.” This suggests that identification is somewhat in our control, since we can try to do it, but that it is not totally in our control, since it can be hard or impossible to do. Finally, we can be rational in identifying with different, even conflicting things in different contexts. I can rationally identify with the city’s desire to build green, affordable housing while at the council meeting, and then identify with the sadness of a resident whose property is taken by eminent domain, as the bulldozers descend. So, our ordinary concept of identification is somewhat loose about what kinds of things we identify with, but these things affect how we think and act, and they can rationally change in different contexts.16

Some of these same features are central to Moss’s notion. Her requirements are that the precise credence that we identify with (i) can affect our decisions and

---

15. Velleman says, “Identifying with someone is usually a matter of having your view of reality colored by a spontaneous image of how things are for him” (2005: 350).

16. There has been an extended debate in the philosophy of mind and action literature about what it is to identify with or treat as one’s own some conative state, usually desire (Frankfurt 1988a; 1988b; Watson 1975; 1987; Bratman 1996). Desires we identify with in this way are taken to be particularly important to the persons we are. How this notion of identification fits into our discussion is nuanced in a way that goes beyond what I can fully address here. My first-pass suspicion is that it is a species of identification in general (as Chang 2017: 19 says, “What you do in the face of a hard choice helps to constitute your identity as a rational agent.”). It is simply that the debate I just mentioned is interested in cases where identification is deeper and more stable than is required in general—though, if that is right, then we can’t use the notion to get independent purchase on what makes us the persons that we are (Watson 1987; Bratman 1996 recognize that identification need not always involve deep or long-term values; Velleman 2005: 349–50 notes that we commonly speak of identification in ways other than what Frankfurt is concerned with, particularly in identifying with others—as in many of my examples in the text).

These different, if overlapping, notions of identification don’t neatly line up with the conative-cognitive divide (where Frankfurt is concerned with the former and Moss and I with the latter). For example, we can have beliefs that we stably go out of our way to not identify with—particularly in cases of involuntarily formed beliefs that we find ugly or offensive. In the sense discussed later in this paper, we can accept something contrary to those beliefs. This is the kind of phenomenon that Frankfurt describes as follows for desires: “By deciding that what he wants after all is to compliment his acquaintance, and that his desire to injure the man is finally to be excluded from the order of candidates for satisfaction, the person renders the second desire external to himself and identifies himself with the first” (1988a: 68). Thanks to an anonymous reviewer for encouraging me to relate my discussion to this literature on identification.
actions, (ii) can change across contexts, (iii) can do so based on practical considerations, without a change in evidence, (iv) is partially up to us, and (v) need not be consistent with the precise credence we identify with in a different context. (i)–(v) are consistent with the features of identification just discussed. We said in the previous paragraph that (i), (ii), (iv), and (v) are true. (iii) adds the additional constraint that a change in identification can happen even without a change in evidence, focusing the account in a way that makes sense for identification in the doxastic realm.17

Is there an attitude that has these features? Yes, what is sometimes called acceptance, acceptance in an inquiry, or acceptance in a context.18 To accept a proposition is to take it for granted in an inquiry (Bratman 1992), take it as a premise in an inquiry (Cohen 1989), or commit oneself to acting on it (Wright 2004: 182). It has some similarities to belief; as Alonso says (he calls the attitude reliance): “relying on [accepting] p involves a disposition to, among other things, deliberate on the basis of p, plan on the basis of p, act on the basis of p, and draw conclusions from p” (2014: 166). But acceptance can come apart from belief. For instance, Cohen suggests that “for professional purposes a lawyer might accept that his client is not guilty even though he does not believe it” (1989: 369). Or a person might accept a proposition because of one’s close friendship with someone who claims that the proposition is true, even though the evidence (including that provided by the friend’s testimony) does not favor believing such a proposition (Cohen 1989: 369; Bratman 1992: 8). Bratman gives an example where subcontractors in a construction project give estimate price ranges for their work, and one accepts that the cost will fall at the top of each range in planning the project (1992: 6–7). A classic example is that of accepting Newton’s laws of motion for the purposes of calculating the landing spot of a medium-sized, short-range projectile, though the total evidence (including that supporting relativity) is inconsistent with Newtonian mechanics.19,20

17. Joyce notes something similar: “The decision-making principles she applies are thus not epistemically motivated. Instead, they are pragmatic principles, intended to facilitate choice, which often explicitly involve acting in ways the agent knows are not mandated by her belief” (2010: 312).

18. Others have discussed similar phenomena with different names: commitment to the truth of a proposition (Foley 1992), supposition (Kelly 2002), and reliance (Holton 1994; Alonso 2014; 2016).

19. Despite this scientific example, it is important to distinguish what theorists concerned with reasoning in a context, like Bratman, say about acceptance in an inquiry with what is sometimes said about theory acceptance in the philosophy of science literature. For example, van Fraassen says that acceptance of a theory involves a belief “that it is empirically adequate” (1980: 12) and “a commitment to a research programme” (1980: 4). This characterization of acceptance is too narrow for my purposes. We can accept single propositions, not just entire theories. Furthermore, what a person accepts can vary across inquiries—something that could be in tension with a commitment to a research program. Nonetheless, theory acceptance may just be a type of acceptance in the wider sense.

20. Wright’s conception of acceptance differs from mine in that one cannot (at least rationally) accept, in his sense, what one disbelieves (2004: 181; see also Holton 1994). For my conception, that is possible, as the physics example shows. Wright even strengthens his conception to involve
Comparing the features of acceptance in a context with those of identifying with a precise credence supports the following position:

*Identification*: Suppose \( n \) is a real number and \( p \) is a proposition. To identify with a precise credence of degree \( n \) in \( p \) is to accept that the probability of \( p \) is \( n \).21

Bratman contrasts believing and accepting as follows:

Belief has four characteristic features: (a) it is . . . context-independent; (b) it aims at the truth of what is believed; (c) it is not normally in our direct voluntary control; and (d) it is subject to an ideal of agglomeration. In contrast, what one accepts/takes for granted (a*) can reasonably vary . . . across contexts; (b*) can be influenced by practical considerations that are not themselves evidence for the truth of what is accepted; (c*) can be subject to our direct voluntary control; and (d*) is not subject to the same ideal of agglomeration across contexts. So acceptance in a context is not belief. (1992: 9, asterisks are added to more easily distinguish the properties of belief from acceptance)22

(ii)–(v) of the central requirements of a theory of identifying with a precise credence match up with Bratman’s (a*)–(d*). That is, both acceptance and identifying with a precise credence can vary across contexts, are influenced by things other than evidence, are under our control to some degree, and need not be consistent across contexts. More basic too, than any of these features is that acceptance is a practical attitude whose purpose is to play a role in reasoning and decision-making (specifically by fixing or amending part of the cognitive background against an element of trust, since he thinks it is necessary for acceptance to play a role in grounding his response to external world skepticism (see also Perl’s use of acceptance to respond to moral skepticism [2020]).

21. Moss comes close to making this realization about the analogue of identification in a person’s relation to what they value in moral dilemmas. She cites Bratman in claiming that they adopt “an analogue of acceptance in a context, in the absence of belief” (Bratman 2006: 712).

22. Cohen agrees with Bratman about (b*) and (c*) (1989: 369–70). Sometimes he seems to endorse (a*), as when he talks about accepting a proposition “. . . either for the long term or for immediate purposes only . . .” (1989: 368). But he also contrasts his notion of acceptance with one according to which “[i]t may be just the use of p as a premiss on one particular occasion” (Cohen 1989: 371; for this interpretation of Cohen, see Bratman 1992: 11). Among others in the literature, there is agreement on some of these points, though there is variation in how these authors conceive of acceptance (Stalnaker 1984; Clarke 1994; Alston 1996; Engel 1999; Wright 2004; Proust 2012). Alonso’s notion of reliance satisfies (a*)–(c*) (2014: 173, 176–77; 2016: 214), Foley’s notion of commitment to the truth of a proposition satisfies (a*) and (b*) (1992: 22–27), and Kelly’s notion of supposing satisfies (b*) and (c*) (2002).
which reasoning and decision-making take place, which is different from the role other practical attitudes, like desire and intention, play. The same is true for identifying with precise credences, as stated in (i). Using language that sounds like that used to describe acceptance, Joyce echoes this idea: “In general, pragmatic sharpening is a matter of proceeding, for purposes of choosing actions, as if one’s credal state is a proper subset . . . of one’s actual credal state” (2010: 312). Overall, the role and features of identifying with a precise credence match with accepting a probability. Thus, Identification is plausible.23

Before moving on, I’ll say a bit more about the nature and structure of the key notion in Identification, accepting that the probability of p is n. I am ecumenical between a number of views. A flat-footed reading of accepting that the probability of p is n is that it is bearing an attitude of full acceptance to a proposition, that the probability of p is n. But many theorists reject that such propositions exist. This is related to a common objection to the hypothesis that a credence of degree n in p is a belief that the probability of p is n (Maher 1986: 367; Christensen 2004: 18–20; Staffel 2013: 3537; Moss 2018: 2).24 Indeed most epistemologists agree that when we talk about believing that the probability of p is n, we are really talking about having credence of degree n in p, not having a belief toward a proposition. We might, analogously, think that accepting that the probability of p is n is having some attitude of partial acceptance—one which relates to ordinary acceptance in the way that credence relates to belief. We could, if we wanted, call such a state an okay. Okaying is a degreed attitude toward an ordinary proposition; no notion of probability features in the content. But an okay has the major features of acceptance—context dependence, practicality, voluntariness, and exemption from norms across contexts.25 Finally, one might take a middle way

---

23. Some of Joyce’s remarks suggest something similar to my version of the Mossian picture:

In all such strategies [that a person might use to make decisions with imprecise credences], the underlying credences do not change. An agent merely acts, in a specific decision-making context, as if she has more precise beliefs than she actually does. She might sharpen in different ways in different contexts, so that different C#'s are used for different decision problems. But, by adopting some strategy of this sort, she is able to make choices even when her beliefs are too imprecise to definitively recommend any utility maximizing action. (2010: 313)

24. First note that credences can’t be beliefs about probabilities cashed out in terms of relative frequencies or objective quantum chances. From there, objectors argue that they can’t be beliefs about objective epistemic or evidential probabilities either, often using cases where a person has a credence that splits the difference between two degrees that the evidence suggests, though the degree they split to is not itself suggested by the evidence (Konek 2016: 514; Eriksson & Hájek 2007: 206–7; Carr 2019: 47; the spirit of the argument is found in Ross 2006: 189). Moon and Jackson (2020) offer a reply, and I diffuse the problem by employing the notion of acceptance (Lennertz 2021).

25. The idea that acceptance admits of degrees flies in the face of much of the literature on the relationship between acceptance and belief (though Bratman 1992 is silent on the issue). For instance, Clarke says, “a belief state admits of degrees, while acceptance is all-or-nothing” (1994: 146). Engel echoes, “Acceptance is qualitative or categorical, whereas belief is graded and subject
between the accepting probabilistic propositions view and the partial acceptance view: accepting that the probability of \( p \) is \( n \) is accepting a probabilistic content, but such contents are probability spaces, not propositions. This is inspired by Moss’s own way of thinking of credences as beliefs with probabilistic, but non-propositional, contents (pursued after the work I’ve discussed in this paper; see Moss 2018 for guidance on how to develop the details of this strategy). What is important for our current inquiry is that we can understand accepting that the probability of \( p \) is \( n \) in any of these ways—accepting a probabilistic proposition, accepting a probability space, or partially accepting an ordinary proposition. The picture developed and advantages discussed in the following sections are compatible with all of these options.

5. A General Perspective on Mind and Action

Together with Identification, Identify yields that if you have an imprecise credence with content \( p \), you can permissibly act as if you have a precise credence of degree \( n \) if and only if you rationally accept that the probability of \( p \) is \( n \) (provided that a credence of degree \( n \) in \( p \) is a precisification of your imprecise credence). Whether this is co-extensive with Permissive depends on what a person can rationally accept. There are two possible sources of restrictions. First, there might be constraints, of the sort that Moss discusses, on what a person is able to accept. Second, there might be constraints on which possible acceptances are rational. I’ll discuss each in turn as a way of motivating a key generalization—that given Identification, we need not posit Identify as an independent norm. Given the features of acceptance, a norm on acting with imprecise credences much like Identify follows from a general norm that governs the relationship between acceptance and action. As Rinard notes, many accounts of acting with
imprecise credences rely on a special decision rule for dealing with Elga-style cases (2015: 3). But this isn’t so for my Mossian account. There is nothing ad hoc about its reply to Elga’s challenge; there is no need for an independent rational norm governing action while in the specific mental state of imprecise credence. Rather, this way of thinking is just a piece of the picture of the general relationship between mind and action.26

Let’s first look at constraints on what it is psychologically possible to accept. Even though there is something voluntary about what a person accepts, they cannot accept just anything they want. In most scenarios, I cannot accept that gravity doesn’t apply to me or that I will survive if I don’t breathe. I can imagine those things, but acceptance is not imagination. Acceptance provides a willingness to reason, make decisions, and act as if what is accepted is true; imagination does not (Bratman 1992: 9; Cohen 1989: 368). It seems impossible to reason, make decisions, or act as if gravity doesn’t apply to me or as if I will survive if I don’t breathe.

Given this, we might wonder why we would ever accept something that goes beyond or is in conflict with what we believe. Stalnaker offers one answer:

Accepting a certain false proposition may greatly simplify an inquiry, or even make possible an inquiry not otherwise possible, while at the same time it is known that the difference between what is accepted and the truth will have no significant effect on the answer to the particular question being asked. (1984: 93)

The example of accepting Newton’s laws of motion in answering questions about mid-sized, short-range projectiles is of this kind. A related kind of scenario is when one is unsure whether a proposition is true but needs to come down one way or another in order to come to a conclusion in one’s inquiry or decide how to act.27,28 Think of, for instance, being unsure whether Ulaanbaatar is the capital of Mongolia on a game show but accepting that it is for the purposes of trying to win the prize. Or think of an interlocutor who simply won’t proceed

26. Though it is quite different from my account, Rinard’s supervaluationist account (2015) also doesn’t require a special rule.

27. Though some examples show that this is not essential, time often plays a factor in such cases. For instance, Ullmann-Margalit says, “The significant factor in the description of the situation is that the person concerned is constrained to take action, some action, before his or her deliberation can be terminated: the time to act precedes the rational resolution of the deliberation process” (1983: 154–55).

28. About such scenarios, Bratman says, “Is such context-relative acceptance mere pretence? I do not think it is. In accepting that p I do not simply behave as if I think that p: I also reason on the assumption that p. So there is not the kind of indirect, circuitous connection between reasoning and action that is characteristic of pretence” (1992: 9).
with the inquiry until you grant an assumption about which you have no settled belief—for instance, that the keys might be in your office, even though you are pretty sure you checked.

Imprecise credences land us in situations much like these. In order to act on standard expected utility considerations, one needs to identify with some precise credence, that is, accept some precise probability.\(^{29}\) Sometimes it won’t matter which precise credence you identify with. For example, if you have a 10–80% credence that it will rain and are wearing your $3000 suede coat, then every precisification supports bringing an umbrella. So, for any degree between 10% and 80%, you can accept that the probability of rain is that degree. But in other cases, as in the betting scenario from Section 2, it does make a difference which precise credence you identify with. In these cases, accepting some precise probability in your decision-making is what allows you to, on standard expected utility grounds, decide or act in one way rather than another. According to my way of thinking, these are interesting new instances of the phenomenon discussed in the previous paragraph, where, for deliberation and action to proceed, it is necessary for a person to accept something that is different from or more precise than what is supported by their epistemic state. Nonetheless, as discussed above, there may be probabilistic claims that I’m not psychologically able to accept—like that it is 95% probable that I will survive without breathing or that it is 2% likely that if I jump off this bridge I will fall. I am not able to reason and act as if such things are the case.

The next question is whether there are possible cases of accepting that a proposition has some probability that are not rational. As we saw above, Moss suggests that “there is no rule of rationality saying that an agent cannot change which mental state she identifies with” (2015a: 673). But now that we have an account of what identifying with a precise credence is, Identification, we can investigate the issue more directly. It is plausible that there are rules that restrict which states of acceptance are rational for a person to enter. One example is the case of a person continually switching back and forth between accepting that rain is 10% and is 80% probable in the course of deciding. Moss thinks this is impossible. She might be right, but I’m not sure that she is (such a case seems

\(^{29}\) We might compare this inability to decide between options with imprecise credences to the case of ties in expected utility with precise credences (discussed in note 5). In both cases, it looks like there are multiple permissible actions. Since acceptance won’t obviously help us in the precise credence case of ties, we might wonder why we’re relying on it here. We must remember, however, that a standard decision rule to maximize expected utility doesn’t even apply in cases of imprecise credences. These cases are only parallel if we already accept a permissive decision rule. But I’m interested in preserving, as far as I can, the standard picture of decision, and my acceptance picture allows me to do so. Furthermore, we might think that, in cases of precise credences yielding ties, we can accept a probability that is slightly different than our credence, resolving the tie for the purpose of decision. Thanks to Shyam Nair for discussion.
different from trying to accept that gravity doesn’t apply to me or that I will survive if I don’t breathe). Nonetheless, if such switching is possible, it is irrational. Though some changes may be allowed, frequent, repeated, effortless changes are fickle. They defeat the purpose of acceptance by leading to a person being too fractured to deliberate and act. This explains why acting in ways that the varying and frequently changing states would suggest—for instance, rejecting Bet A and Bet B repeatedly and in quick succession—is, even if possible, irrational.

Though the previous example is Moss’s focus (in light of Elga’s problem) and the one that explains why my account doesn’t imply Permissive in its full generality, the following example is important as well. Consider a case where a person with a 10–80% degree imprecise credence that it will rain tomorrow accepts that the probability of rain tomorrow is 1%. It usually is irrational to accept that a proposition has a probability that falls outside the interval range of one’s imprecise credence. This observation, together with Identification (that identifying with a precise credence in a proposition is accepting that that proposition has a precise probability) allows Identify to follow from a general thesis about the connection between acceptance and action:

Accept: It is permissible to act in accordance with what you rationally accept and impermissible to act otherwise.

Here is the reasoning: Suppose that Identification is true. Then according to Accept, it is rational to act in accordance with the precise credences that you rationally identify with and irrational to act otherwise. Earlier in the paragraph I suggested the following: in order to rationally identify with some precise credence—that is, accept some probability—about a proposition that you have an imprecise credence about, that precise credence must be a precisification of your imprecise credence; it cannot be something that falls outside the range. So, Identify follows:

Identify: Suppose that c is an imprecise credence with content p. For any precisification of c, c', it is permissible for you to act as if you have c' if and only if you rationally identify with c'. It is impermissible to act as if you have a credence with content p that is not a precisification of c.

It is striking that a norm about the connection between action and a rather specific sort of mental state, imprecise credence, follows from a norm about the connection between action and a more general sort of mental state, acceptance. This is where we’ve come to by running with Moss’s insight that Elga’s challenge isn’t just a plea for a new decision theory, but depends on understanding what’s going on in the decider’s mind.
Though **Identify** appears to follow from a more general principle, that doesn’t vindicate confidence in it, unless the general principle, **Accept**, is itself plausible. Different authors’ views of acceptance support **Accept** in different ways. For instance, Alonso says, “reliance [acceptance] constitutively aims at . . . providing cognitive guidance that is sensible or correct from the standpoint of relevant ends, values and so on” (2014: 169; see also 2016)—and this is so whether or not acceptance aims to track the truth (2016: 326–27). So, acting in accordance with what you accept would be rational and acting in other ways irrational. Additionally, here’s a general picture that undergirds **Accept**, which I have adapted from Bratman (1992: 10–11): A person’s reasoning and decision-making takes place against what Bratman calls a cognitive background, which is what the person takes for granted. Their belief/credal state is the default cognitive background. We tend to take for granted what is part of our default cognitive background. In this way our beliefs and credences play a central role in our practical reasoning and decision making. But in some contexts of reasoning and action, we adjust this default cognitive background by accepting propositions that we don’t believe or even disbelieve, or by removing beliefs or credences from this background. The literature has noted some scenarios of these sorts—we’ve seen ones involving defense lawyers, physics problems, game show guesses, and stubborn interlocutors. In these cases, it is what we accept, not what we believe, that rationalizes our decisions and actions—that is, that makes us present a certain argument before the court, calculate using Newton’s laws, make the guess we do for the grand prize, or agree to search our office again. In this sort of picture, part of what makes our actions rational or irrational is what Bratman calls our adjusted cognitive background, or what we accept. The norm **Accept** fits nicely with this picture.

The picture just sketched for the kinds of acceptances discussed in the literature applies just as well to cases of acting with imprecise credences. Our degrees of uncertainty in our default cognitive background can be imprecise in ways that restrict us from using them alone to make some decisions about how to act. In such cases the default background tells us some ways that we cannot act—like in ways that aren’t sanctioned by any precisification. But it doesn’t tell us a particular way to act, since different precise credences would result in different actions. In such cases, we can plump for or identify with one such credence. To do so is to adjust our cognitive background. It is to enter a state of acceptance. As we’ve seen, accepting propositions to enter this adjusted state is not only a rational way to reason and make decisions. In some cases, it is what we need to do to allow us to reason and decide on standard expected utility grounds. Our default cognitive background is not enough by itself to tell us how to reason, decide, and act; additional states of acceptance fill that gap. So, our total acceptance state (or adjusted cognitive background) is what makes our action rational.
or irrational. Again, this is represented in general in **Accept**, and in the particular case of imprecise credences in **Identify**.

This striking generalization, which assimilates the particular case of imprecise credences to that of the general connection between acceptance and action, makes a picture like that expressed in **Identify** more plausible. A Mossian reply to Elga’s objection is plausible not only for the reasons she gives—that is, from reflecting on cases and the analogy to moral dilemmas. It is also plausible based on its close relationship to a general account of rational action, given my picture of what is going on in a decider’s mind when they reason with imprecise credences.

It’s important to note that **Identify** follows from **Accept** and **Identification** only if it is *always* irrational to accept a probability that is outside of your imprecise interval.\(^{30}\) I think that it usually, but not always, is. So, I’ll argue that, in fact, we shouldn’t accept **Identify** in its full generality, as I’ve been suggesting in the past few pages. However, I’ll also suggest that this is the right result; **Accept** is much like **Identify**, and gets right the kinds of cases about which these views offer different predictions.

Such cases are the ones we’d expect from the literature on acceptance. One kind of case is when you need to accept something based on your interlocutors’ demands, in order for the deliberation to commence or proceed. For instance, suppose that your partner demands that you accept that the probability of the keys being in your office is 25% when your credence is 1–5%. Otherwise, they will refuse to help you look for your keys. If you think that their help might be crucial in succeeding in your inquiry about the location of the keys, it seems rational to acquiesce and accept that the probability of the keys being in your office is 25% (even while recognizing that doing so might have different consequences for the inquiry than accepting that the probability of the keys being in your office is, say, 2%). So, this is a case where it is rational to accept some probability that doesn’t correspond to a precisification of your imprecise credence. Nonetheless, the fact that you do accept it makes it rational for you to inquire and act according to it. **Accept** predicts this while **Identify** (assuming the bridge principle of **Identification**) does not.

Another example of this sort is a version of a Stalnaker-style case where you alter what you accept for ease of calculation. For instance, suppose that, because of some complex meteorological models, you are 51.073–54.924% confident of the proposition that it will rain tomorrow. In inquiring about whether or not to lug around a hefty umbrella on your day-long hike, it would be easier and wouldn’t yield any significant differences in your inquiry to accept that the probability of

---

\(^{30}\) According to **Accept**, how it is rational to act in general depends on what it is rational to accept. Though some partial answers to this question—those relevant to our concerns here—come out in this paper, I don’t here defend a full theory of what makes accepting rational or irrational.
rain tomorrow is 50%. It seems rational for you to accept this and to reason and make decisions on its basis. Again, Accept but not Identify predicts this.

Cases like these speak in favor of Accept over Identify. Although Identify is attractive, Accept is a more general principle that (given Identification) agrees with Identify about its plausible predictions, makes better predictions in the kinds of cases we’ve just seen, and assimilates decision-making with imprecise credences to decision-making more generally.

In closing this section, I want to expand on the general inspiration I’ve been taking from Moss—that how to understand decision and action with imprecise credences is not just a question for decision theorists, but is also a question for philosophers of mind. That insight notwithstanding, there must be some principle of decision in the background when I say things like, “For any precisification of c, c’, it is permissible for you to act as if you have c’ if you rationally identify with c” (in Identify) or “It is permissible to act in accordance with what you rationally accept and impermissible to act otherwise” (in Accept). What is it for you to act as if you have (or in accordance with) one of these attitudes? I think any plausible decision rule could be applied, though they may yield different results. But the important point of Moss’s discussion (2015a: 673), which holds of my picture as well, is that standard expected utility maximization is one such rule—contrary to what many responses to Elga’s challenge in the literature have suggested (Bradley & Steele 2014; Chandler 2014; Joyce 2010; Sahlin & Weirich 2014; Sud 2014; Weatherson 1998). The picture of decision-making with imprecise credences presented here is consistent with standard expected utility maximization. On my picture, what allows for making sense of decision and action with imprecise credences is the person’s state of mind—and, in particular, what they accept—not their following some special decision rule for just this sort of occasion.

---

31. The qualification expressed in these cases is related to Alonso’s distinction in kinds of reliance (acceptance) between cases where it is truth-directed and cases where it isn’t (2016). He thinks that reliance is always directed toward sensible guidance; however, only sometimes does sensible guidance involve regulating acceptance to one’s evidence. Wright’s (2004) notion of acceptance appears in line with Alonso’s truth-directed reliance.

32. It’s natural to locate this difference between Identify and Accept in the final sentence of Identify, which says, “It is impermissible to act as if you have a credence with content p that is not a precisification of c.” By removing this sentence, one could agree with the point I’ve been making in the past page while resisting Identification:

   Identify*: Suppose that c is an imprecise credence with content p. It is permissible for you to act as if you have a precise credence with content p, c’, if and only if you rationally identify with c’.

One could generalize even more broadly by dropping the first sentence of Identify* and allowing that it applies even in cases that don’t involve imprecise credences. If one goes these ways, the discussion of acceptance doesn’t play a role in grounding our eventual theory, but it did play a valuable role in providing the scaffolding that let us see the cases that spurred these amendments to Identify.
6. Changing One’s Mind and the Ellsberg Problem

While the key notion involved in Moss’s solution is that of identifying with a precise credence, another important one is the notion of changing one’s mind. She says:

my theory predicts that we will be more likely to judge that an agent can rationally reject good pairs of bets insofar as we have evidence that she genuinely changes her mind between bets. Since an agent is unlikely to change her mind immediately or without any evidence of psychological effort, we are unlikely to judge that an agent can rationally reject good pairs of bets under those circumstances. For the same reason, we are unlikely to judge that an agent is acting rationally if she is acting in ways that are permissible only if she is relentlessly reconsidering her decisions. In addition, my theory correctly predicts that our leniency increases in proportion with our evidence that agents are genuinely changing their minds. (Moss 2015a: 675–76)

This is plausible, but it isn’t clear in this passage what she means by a change of mind. The following insightful reflection is important:

There is an intuitive sense in which imprecise agents make up their minds when they act, while there is an intuitive sense in which they do not. The theory I defend captures both senses. An agent identifies with a precise credal state when she acts, while multiple credal states continue to be represented by members of her representor. An agent is judged according to what some distinguished precise credence function recommends, while every member of her representor is eligible for that position of distinction. (Moss 2015a: 765)

This remark can be interpreted in non-technical language according to Identification. The way in which people with imprecise credences do change their minds when they deliberate about how to act is that they come to accept some precise probability. The way that they don’t is that they retain the imprecise credence throughout. Their evidence hasn’t changed, nor have their estimates about how the world is. But they can’t make decisions and act on those imprecise estimates in the standard way prescribed by expected utility maximization. So their mind changes in taking some more precise stand in the context of decision and action.

Moss’s own remarks don’t always reinforce the insight from the above quotation. This is the case when she responds to the following objection to her view: even if Moss is right about the changes in the precise credences we act as if
we have, that is compatible with a view where we have only precise credences and they change in the way she suggests. She responds, “According to my theory, your action is governed by the precise credal state that you ‘identify with.’ According to the alleged alternative, your action is governed by the precise credal state that you ‘have.’ This is a distinction without a difference” (Moss 2015a: 680). But according to the account developed in this paper (and what I believe should be Moss’s account too), there is a difference. Though something does change according to her, me, and “the alleged alternative”, something relevant remains the same on both her and my picture—your imprecise credence—but nothing relevant does on the alternative picture. On the picture I advocate, there is a clear way to stop the slide to a behaviorist way of thinking of credences, which can run together how a person acts with their estimations of the truth. Moss can help herself to this idea too, but it is nicely explained by the antecedent distinction between what you accept and what you believe (in a wide sense including your credence). And this view has an advantage over “the alleged alternative” of rejecting these sorts of cases as counterexamples to the position that one’s epistemic state can rationally change without evidence—since what changes is your acceptance state, a practical attitude.

The notion of changing one’s mind plays a role in Seamus Bradley’s (2019) objection to Moss’s view. Remember that the structure of Moss’s view doesn’t rule out thinking that a person can act in a way that could only be rationalized by quick or repeated changes in the precise credence one acts as if they have. But Moss argues substantively that we can’t change the credences that we identify with in this way. It is this substantive position that allows her to avoid Elga’s challenge—where Bet A and Bet B are offered in close succession. However, Bradley presents a case that pushes against this substantive position and aims to undermine the core of her reply to Elga. It is a slight variation on a famous case presented by Ellsberg (1961: 653–55) and can be used to motivate imprecise credences and decision rules like Permissive. Here is Bradley’s presentation (I take it that the uses of ‘risk’ and ‘ambiguity’ are clear from the example):

I have an urn that contains ninety marbles. Thirty marbles are red. The remainder are blue or yellow in some unknown proportion. We are going to consider some bets that win 1 utility if the event in question occurs and nothing otherwise. Consider a choice between a bet that wins if the marble drawn is red (I), versus a bet that wins if the marble drawn is blue (II). You might prefer I to II since I involves risk while II involves ambiguity. Now consider a choice between a bet that wins if the marble drawn is not blue (III) versus a bet that wins if the marble drawn is not red (IV). Now it is III that is ambiguous, while IV is unambiguous but risky, and thus IV might seem better to you if you preferred risky to ambiguous
prospects. . . . Let the probabilities for red, blue and yellow marbles be $r$, $b$ and $y$ respectively. If you were an expected utility maximizer and preferred I to II, then $r > b$ and a preference for IV over III entails that $r + y < b + y$. No numbers can jointly satisfy these two constraints. Therefore, no probability function is such that an expected utility maximizer with that probability would choose in the way described above. (2019: 23)

To mirror Elga’s problem, Bradley makes Ellsberg’s case diachronic by offering the bets successively, but with little time in between. Let’s call this the Ellsberg Problem. In such a case, one way to rationally choose bet I over II and bet IV over III is to bet as if you had a different precise credence for each choice—that is, to identify with one precise credence for the first wager and another for the second. Again, the structure of Moss’s view doesn’t rule this out, but if these bets were offered in quick succession, her substantive constraint against such switches would. And her constraint would also make problems for the persistence of people’s preferences in a case where these offers were repeated in an alternating fashion. This, Bradley thinks, is a problem since that substantive constraint is what allows Moss’s picture to predict the results that Elga says must be so in his decision scenario—that you ought not reject both Bet A and Bet B.

Moss does often talk as if a short amount of time wouldn’t be enough for a rational change of mind—in the identification sense—and that frequent switching between the credences you identify with would be irrational if not impossible. But neither time nor number of switches plays a fundamental role in my acceptance-based account. Rather the key role is played by a context or an inquiry. Once one enters into a different context or inquiry, it may be rational to change the precise credence one identifies with, to accept a different probability—even if those inquiries take place at the same time and even if they happen repeatedly. This follows from general features of how acceptance works. At a single time, one can rationally accept a proposition in one inquiry and not accept it in another. For instance, it is possible and rational to accept that the keys might be in your office while texting with your partner about where to look, and at the same time to not accept that while talking to your friend about how stubborn your partner can be. Likewise, one can rationally switch what one accepts repeatedly in different inquiries, even in quick succession and even if those changes happen in a stable, predictable way. For instance, you might accept Newton’s laws of motion when you are in your mechanics class at noon and Einsteinian principles when you are in your cosmology class at one. And you might do so every day. But there is no mystery about whether this is possible or if it is rational (see also Bratman 1992: 5–6). This doesn’t mean anything goes in the realm of acceptance. It wouldn’t be rational, say, to repeatedly switch from Newtonian to Einsteinian to Aristotelian laws in the course of solving a
single problem in your mechanics class. The same is true of accepting probabilistic claims— that is, of identifying with precise credences. Different contexts of reasoning and decision making— no matter their temporal relationships— allow for rational changes in what precise credences a person identifies with, though it is irrational to make such changes in a single context of inquiry.

This allows for the following response to the Ellsberg Problem. The inquiries introduced by the bets in Ellsberg’s case are different enough for it to be rational for a person to prefer bet I to II but also prefer bet IV to III—by accepting that the probability of drawing a blue marble is lower in the context of the first choice and accepting that the probability of drawing a blue marble is higher in the context of the second. How are the inquiries different? They differ in the assumptions that they incline an inquirer toward given a fixed preference toward risk over ambiguity (or vice versa). The first is an inquiry where preferring risk to ambiguity leads to a conservative supposition of the probability of drawing a blue marble while the second is an inquiry where the same preference between risk and ambiguity leads to a liberal supposition of the probability of drawing a blue marble. That the same preference leads to different sorts of assumptions, even holding fixed one’s decided beliefs about frequencies, suggests that the inquiries are different in substantive ways. And this is so even if these choices are offered in quick succession and even if they are alternated repeatedly. Indeed, Ellsberg’s own words about this common strategy suggest decisions based on something like acceptance: “our subject does not actually expect the worst, but he chooses to act ‘as though’ the worst were somewhat more likely than his best estimates of likelihood would indicate” (1961: 667 emphasis in original). The different contexts of the choices in Ellsberg’s problem contrast with Elga’s Bet A and Bet B, where the bets are of the same kind and don’t introduce different considerations (in particular of risk vs. ambiguity) into the inquiry. Accepting different precise probabilities in that case seems fickle, rather than principled and, so, seems irrational.

Though my acceptance account grounds this response to the Ellsberg Problem, this sort of response is available to Moss even if she rejects Identification. After all, the constraints that create the problem for her account are not structural and inviolable, but are substantive and, as I read her, depend on nuances of the inquiry. For instance, in the long quotation I used to start this section, Moss doesn’t forbid the sorts of changes required. Rather she calls them unlikely to rationally occur. That is compatible with some cases being ones where quick, repeated, and systematic changes in what precise credence a person identifies with are rational. I submit, for the reasons presented above, that the Ellsberg Problem is such a case.

This discussion has a more general lesson: time is not the essential factor in the rationality or irrationality of the subject of such scenarios. Moss thinks her solution to Elga’s problem supports a research program in time-slice epistemol-
ogy, where synchronic constraints are of central interest and force, and there are few or no diachronic constraints in epistemology (Moss 2015b; 2015a: 681; see also Hedden 2015). We’ve discovered a lesson that is different in two ways. First, it is contexts of inquiry, reasoning, or decision-making that are fundamental, not time. Second, we are dealing with a practical attitude, acceptance, not a purely epistemic one, like belief or credence. The interesting norms here are those of what we can call context-of-inquiry rationality, rather than time-slice epistemology.

7. Further Advantages of the Acceptance Picture

There are two incidental, but important advantages of realizing that a person can accept that some claim has a probability for the purposes of reasoning, decision-making, and action—that is, that they can identify with a precise credence. This position illuminates action in cases where our credences are imprecise in ways that are less precise than the interval-valued model used in this paper allows and in ways that are more precise than this model allows.

Sometimes our evidence is precise in neither its extent nor its endpoints. In such cases, our degrees of confidence may rationally be neither point-valued nor interval-valued. For instance, I might be pretty confident of some proposition, sort of confident of another, and extremely confident of a third (Sturgeon 2008: 158–60; Price 1986: 23). Agreeing that these credences are neither precise nor interval-valued introduces a number of theoretical obstacles, one of which is like the issue I’ve discussed in this essay.33 How do these credences license and forbid action? Norms on imprecise credences like Permissive and Identify don’t apply, since they govern interval-valued imprecision. But Accept helps illuminate such situations. As when a person has interval-valued imprecise credences, when a person has imprecise credences without a numerical measure, they may need to accept some probability in order to be able to decide and act in ways that maximize expected utility. We saw that it is often irrational to accept probabilities that fall outside the range of one’s interval-valued credence. Something similar, though less precise, applies in non-numerical cases. If you are pretty confident in a proposition, it would often (though not always—see Section 5) be irrational to accept that a proposition is 2% likely, and it would make sense to accept that that proposition is 65% likely. So, the position that action often goes by way of accepting claims about probabilities helps us understand action with imprecise credences—both interval-valued and non-numerical.

33. A major challenge is how to make sense of the purely epistemic norms on such states without obvious applications of probability theory. Acceptance, as a practical state, doesn’t help solve this challenge.
There are also imprecise credences that are more precise, in a sense, than the interval-valued picture allows. A person can have evidence that makes their confidence unsettled in a way that is not spread over an interval. Perhaps you have evidence that you know is strongly indicative of whether your favorite team won last night. But the evidence is complicated and you can’t figure out which way it indicates. For instance, suppose you know that the evidence makes it either 99% likely that they won or 1% likely that they won, but you can’t figure out which. It may be reasonable, in such a case, to represent the strength of your credence in the proposition that your favorite team won last night as {.01, .99}, neither a particular degree, nor an interval. Though this is prima facie possible, Moss presents what she calls the problem of cheap evidence (in press). The problem arises in a scenario where you will be offered the opportunity to guess whether your favorite team won last night, gaining $100 if your guess is correct and $0 if your guess is incorrect. Additionally, have the option to pay $20 to phone a friend who you are sure knows the answer. So, your three options are (i) guess that your favorite team won, (ii) guess that your favorite team lost, or (iii) phone a friend (after which you know you will be offered options (i) and (ii) again). Paying $20 for the phone call seems to be the, or at least a, rational thing to do. But this isn’t so according to rules like Permissive or Identify. This is because according to the 1% precisification of your credence, guessing that your favorite team lost without calling your friend maximizes your expected utility, and according to the 99% precisification of your credence, guessing that your favorite team won without calling your friend maximizes your expected utility. There is no precisification that sanctions paying for the extra info, and doing so is predicted to be impermissible.

My acceptance picture offers a way out of this troubling prediction. Each precisification of your imprecise credence supports a different decision. Just as in the cases discussed above, you need to take a practical stance that goes beyond what your epistemic state suggests. But in this case, it is natural to accept that the probability that your favorite team won is 50% or something near there. Of course, you don’t think that this really is the probability that they won given your evidence, but it makes sense to split the difference and act as if it is (Moss 2015b: 192 makes a similar point). If you have this state of acceptance, then, according to Accept, you must act in accordance with it. So, you must call your friend for more info, since that is what maximizes your expected utility given

---

34. Moss presents the decision scenario slightly differently with respect to the time the choices are offered, where the decision about phoning a friend comes first and the guess is made after that (Moss in press). As far as I can tell, this way of setting up the scenario is inessential to generate the problem, though it is essential to her solution succeeding. It is possible to forbid both my own and Moss’s setup of the problem by requiring that imprecise credences are interval-valued (or, more precisely, that a person’s representor be convex in the sense of Levi 1980). See Jeffrey (1987), Moss (in press) for arguments against this constraint.
what you accept. My picture predicts this happy result. However, two features of the case are worth noting. First, my picture does not predict that making either guess, rather than phoning for more information, is irrational, provided that you accept that the probability is 99% or 1%. And accepting one of these is not irrational either. This might be thought to be too permissive, but I think making one of the guesses is less irrational than risky or foolhardy. Second, this is a case where the probability it is natural for you to accept is not one that comes from a precisification of your credence. Though this is out of line with Moss’s norm Identify, splitting the difference in this case is reasonable and in line with her broader motivations for that view and with how rational acceptance can work.

8. Conclusion

In this paper I have developed a mentally well-founded explanation of a Mossian picture of action under imprecise uncertainty, which also serves as a response to Elga’s objection. This picture draws on the not-purely-epistemic attitude of acceptance and grounds Moss’s reply in a more general account of the connection between acceptance and action. The discussion also reveals the kinds of situations in which it is possible and rational to have an attitude of acceptance that doesn’t match one’s epistemic attitudes (belief and credence). Unlike many discussed examples in which acceptance makes inquiry easier or more efficient, some cases of decision-making with imprecise credences are ones where the person cannot, at least on the standard grounds of maximizing expected utility alone, decide without coming to adopt some acceptance state or other. Exploring these sorts of cases make it even more clear that we have acceptance-like attitudes and that they play a central role at the intersection of our epistemic and practical lives.
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