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Embodied Cognition holds that bodily (e.g. sensorimotor) states and processes are 
directly involved in some higher-level cognitive functions (e.g. reasoning). This chal-
lenges traditional views of cognition according to which bodily states and processes 
are, at most, indirectly involved in higher-level cognition. Although some elements 
of Embodied Cognition have been integrated into mainstream cognitive science, oth-
ers still face adamant resistance. In this paper, rather than straightforwardly defend 
Embodied Cognition against specific objections I will do the following. First, I will 
present a concise account of embodied conceptual processing and highlight some of 
its advantages over non-embodied accounts, with a specific focus on the role of met-
aphors. Second, I will detail the influence of computational metaphors on theories 
of cognition and their effect on the evaluation of these theories. Third, I will argue 
that embodied cognitive mechanisms, specifically those operating through compu-
tational metaphors, may drive some of the resistance to Embodied Cognition—and 
that Embodied Cognition is able to offer a uniquely compelling account of this. Ulti-
mately, this will contribute to an improved understanding of Embodied Cognition, 
its explanatory power, and how it ought to be evaluated. Additionally, it will shed 
light on the role of metaphors in shaping philosophical thought and highlight the 
importance of these influences. 

Keywords: Embodied Cognition; Computationalism; Concepts; Metaphor; Com-
puter; Mind

1. Introduction

Embodied Cognition theories are often contrasted with Computationalism, 
specifically classical Computationalism—so I will use the latter as a foil for 
the former in order to clarify some of the key claims of mainstream theories of 
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Embodied Cognition. I begin by sketching key distinctions between Embodied 
and classical Computationalist theories of cognition—specifically, how they 
understand representation and conceptual processing. In addressing Embod-
ied Cognition, I focus on the role of embodied metaphors in conceptual pro-
cessing. I then turn to focus on the potential impact of computational meta-
phors on thinking about cognition—arguing that many statements invoking 
Computationalism are indeed metaphorical, and the metaphors they draw 
upon are both ‘conceptual’ and ‘embodied’ metaphors.1 Finally, I specify the 
potential effects of computational metaphors, tracing specific examples, and 
articulate the upshots for how we ought to evaluate embodied theories of 
cognition.

A few brief notes before continuing. First, I will follow the use of ‘concept’ 
and ‘conceptual processing’ found in psychological, rather than philosophi-
cal, literature. So, by ‘concept’ I simply mean something which ‘stands in for’ 
or ‘points to’ something else—a generalized description formed on the basis 
of particular instantiations. This enables me to remain neutral between repre-
sentationalist and non-representationalist accounts of conceptual processing. 
Second, although Embodied Cognition theories address the involvement of 
a range of bodily states and processes in cognition, including those involved 
in perception, motor feedback, interoception, and emotion—I focus solely 
on those involved in sensory and motor feedback—and thus refer to ‘sen-
sorimotor states and processes’ rather than ‘bodily states and processes’ in 
what follows. Furthermore, I understand ‘sensorimotor states and processes’ 
to include non-neural states and processes, such as those receiving sensory 
input involved in perceptual and motor experiences; as well as the lower-
level neural states and processes that are involved in processing these expe-
riences and simulations of these experiences (such as those that occur in the 
visual cortex). In contrast, I will use ‘mental states and processes’ to refer only 
to higher-level neural states and processes—such as those involved in pro-
cesses like abstraction and reasoning. Thus, for my purposes, the key claim 
of Embodied Cognition is that sensorimotor states and processes are directly 
involved in cognition.2

1. I will address what I mean by ‘conceptual metaphors’ and ‘embodied metaphors’ in more 
detail below.

2. Note that restricting the discussion of “mental states and processes” to higher-level neural 
states and processes has the key consequence that what counts as minded or mental is a more lim-
ited, non-ubiquitous notion that occurs only in animals with nervous systems of a certain degree 
of complexity.
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2. Theories of Cognition & Conceptual Processing

Computationalism originated in the 1960s and holds, roughly, that the brain 
or mind is (like) a computer and cognition is (like) computation (Fodor 1980; 
Haugeland 1981; Holyoak 2001).3 More specifically, Classical Computationalism 
picks out a set of theories that hold that cognition and conceptual processing 
consist solely of intentional mental representations and our relations to them. 
According to Classical Computationalists, concepts are wholly mental in that 
they are solely instantiated by mental states, and sensorimotor states and pro-
cesses can only be involved indirectly.4 Mental processes abstract information 
from sensorimotor experiences and transduce it into a kind of mental language, 
thereby enabling it to inform mental representations. In other words, Classical 
Computationalism adds to the foundational claims of Computationalism claims 
about the nature of the representations that cognitive processes operate over.5 
The resulting mental representations are then largely propositionally or linguis-
tically structured. Thus, a mental representation is a symbolic representation: it 
does not resemble what it represents physically or functionally—and it is both 
amodal (not tied to a particular modality or set of modalities) and context-indepen-
dent. In addition to providing input, bodily states and processes may also modu-
late the capacity of some mental processes to perform certain cognitive functions: 
increasing, decreasing, or completely eliminating certain capacities. Although in 
both cases of providing input and modulating capacity, bodily states and pro-
cesses impact cognition, they do so only indirectly as they impact the mental 
states and processes which themselves carry out the cognitive functions.6

In contrast, Embodied Cognition theories hold that sensorimotor states and pro-
cesses are directly involved in cognition—as opposed to only mental states being 
directly involved and sensorimotor states being at most, indirectly involved. 
Although there are many potentially fruitful ways to differentiate between spe-
cific Embodied Cognition theories, it is sufficient for my purposes to sketch some 

3. Notably, there is significant heterogeneity among theorists, with some relying heavily on 
the notion that the mind is a computer, while others specify that the brain is a computer. I will 
address both below.

4. There is disagreement among Representationalists over which brain regions are involved 
in things like semantic processing; however, all of the proposed brain regions are involved in 
‘mental states and processes’ according to my previous distinction. For a proposal of a single ‘hub’ 
for semantic processing see Binder & Desai (2011) and for proposals involving multiple regions see 
Patterson et al. (2007) and Bookheimer (2002).

5. Although there are many different, nuanced theories of Computationalism, sketching 
some of the key claims of Classical Computationalism regarding representations and conceptual 
processing will be sufficient for my purposes. 

6. Below I will further distinguish between two different kinds of Computationalism, but this 
broad-strokes version is sufficient for now.
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central tenets of mainstream accounts.7 To do so, we must distinguish main-
stream Embodied Cognition from its more radical counterparts—such as Enac-
tivism and Gibsonian Ecological Psychology which see mental representations 
as “an empty and misguided notion” and conceptual processing as involving 
nothing but sensorimotor processing (Goldinger et al., 2016).8 Lawrence Barsalou 
notes that mainstream Embodied Cognition has been consistently misunder-
stood as sharing this more radical view of conceptual processing. In response, 
he notes that it has “been clear for some time that our group [of Embodied Cog-
nition theorists] views abstract [mental] representations as essential.” (2016,  
1124).9 

Thus, mainstream Embodied Cognition can be seen as a kind of Represen-
tationalist theory—agreeing with Classical Computationalism that mental rep-
resentations play an essential role in conceptual processing contra non-Repre-
sentationalist radical Embodied Cognition theories.10 However, mainstream 
Embodied Cognition agrees with its more radical counterparts that sensorimotor 
states and processes also play an essential role in concepts and conceptual pro-
cessing contra Classical Computationalism. Mainstream Embodied Cognition 
thus holds that both mental and sensorimotor states and processes are directly 
involved in cognition, and specifically, in conceptual processing.11 

I will also bracket disagreement over the specific nature of dependence 
involved in direct vs. indirect sensorimotor involvement in cognition and here 
illustrate the notion of direct involvement that I will be dealing with through the 
notion of embodied concepts which are concepts that are at least partially instanti-
ated in, or constituted by, sensorimotor states and processes. Some of the most 
compelling accounts posit that this occurs through neural reuse: a phenomenon 

7. Theories differ in their focus on specific kinds of dependence of cognition on the body: see 
Wilson and Foglia (2017) who distinguish between theories according to which the body acts as 
either a constraint on, distributor of, or a regulator of cognition. Theories also differ in the aspects of 
cognition that they claim the body affects: see Shapiro (2010) who distinguishes Embodied Cogni-
tion theories which focus on how the body affects conceptualization in cognition (the construction 
and maintenance of concepts), from those that focus on the body’s role in replacing computational 
and representational aspects of cognition, and those that focus on aspects of the body that serve as 
constituents of cognition itself.

8. These more radical versions of Embodied Cognition include theories like Enactivism (Hutto 
& Myin 2017; Gallagher 2017) and Gibsonian Ecological Psychology (Chemero 2011;  Wilson & 
Golonka 2013).

9. This group of mainstream Embodied Cognition theorists also includes Andy Clark (2008).
10. Thus, while some use ‘Computationalism’ interchangeably with ‘Representationalism’, 

I will distinguish between the two. Additionally, while there is disagreement over whether all 
representations are in some sense conceptual, I do not need to take a stance on that question. It is 
enough that some or even most of cognition consists of representation, and that much of representa-
tion is conceptual.

11. Furthermore, the balance of sensorimotor and mental states and processes involved in 
particular concepts likely varies. For an overview of integration proposals see Pulvermüller (2013). 
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in which regions of the brain established or typically associated with one func-
tion (in this case, regions performing sensorimotor functions) are exploited to 
perform additional (in this case, cognitive) functions without losing their ability 
to perform their original function(s) (Anderson 2010; 2014; Pulvermüller 2018).12 
One neural reuse-based account of conceptual processing is Semantic Embodi-
ment, according to which accessing embodied concepts involves the reactivation 
of systems involved in relevant sensorimotor experiences (Barsalou 2003a; 2009; 
2016). As Barsalou explains, 

modality-specific information is represented conceptually by partially 
reusing the same brain areas that represent this information during per-
ception and action. Thus, representing color and taste features conceptu-
ally requires reusing some of the same systems active during vision and 
eating…reusing a modality-specific pathway during conceptual process-
ing simulates the kind of processing that this pathway performs during 
perception, action, and/or internal states. (2016, 1130)

So, according to this account, simulations are a crucial part of at least some con-
cepts. For example, apple might be partially constituted by simulations of per-
ceptual (visual, tactile, gustatory) experiences of apples.13 Importantly, research 
suggests that in many instances, these sensorimotor simulations occur within 
the timeframe spanning the comprehension process——which suggests that the 
simulation is not merely associated with the relevant concept (and thereby only 
indirectly involved in conceptual processing) but rather is a part of the concept 
itself (Pulvermüller 2013).14 Additional research further supports this by demon-
strating the impoverishment of concepts in the absence of relevant sensorimotor 
experiences or simulations (Brookes & Etkina 2009; 2015; Goldin-Meadow et al. 
2009; Jeppsson et al. 2013; Lakoff and Nunez 2000; Nemirovsky et al. 2012).

According to Barsalou (2003a; 2003b), more abstract concepts like fruit 
may be grounded in these more concrete concepts like apple. In such cases, the 

12. Note that Anderson (2010; 2014; 2016) and Raja & Anderson (2019) draw on neural reuse 
research to support a less representation-friendly version of Embodied Cognition.

13. I will use small-caps to indicate reference to concepts. Also, note that these simulations 
most often occur subconsciously, and so may not impact the phenomenal character of conceptual 
processing.

14. As Pulvermüller explains, “Crucially, precise mapping in time using magnetoencepha-
lography (MEG) showed that the brain correlates of abstract idiomaticity and those of action-
grounded constituent word meaning occurred at the same time, at 150–200 ms after [the stimuli]…
These results further confirm early semantic activations with the same latency in sensorimotor 
and multimodal cortices, and argue against the possibility that sensorimotor semantic activation 
might be an epiphenomenon, just following after, or spilling over from, semantic system activation 
elsewhere.” (2013: 467). 
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abstract concept is partially constituted, in a sense, by more concrete concepts, 
and thus, at least part of what it is to ‘activate’ the more abstract concept is just 
to ‘activate’ the more concrete component concepts.15 Consequently, the embod-
ied elements of the component concepts also serve as embodied elements of the 
concept that they compose. So, fruit may be partially constituted by compo-
nent concepts like apple and orange, which themselves are partially constituted 
by simulations of perceptual processes involved in (visual, tactile, and gusta-
tory) experiences of apples and oranges. So, neural reuse occurs in that one’s 
fruit concept is partially constituted by one’s past perceptual experiences of 
specific fruits.

Semantic Embodiment can also be used to provide a compelling account of 
the embodiment of more abstract concepts that do not semantically overlap with 
component concepts, like friendship in metaphors that map friendship or rela-
tional closeness onto physical experiences of warmth (i.e. she has a warm per-
sonality, etc.). Such concepts are again grounded in more concrete concepts and 
their component sensorimotor states and processes, this time through metaphor-
ical mapping. This account draws on Conceptual Metaphor Theory (CMT), accord-
ing to which people often understand many cognitive domains through the use 
of conceptual metaphors which are “automatic, ubiquitous conceptual device[s] 
that enables us to think of less familiar and more abstract things in terms of more 
familiar and concrete things” (Finsen et al. 2019).16

Notably, while Lakoff (1993: 244) maintains that “metaphor is fundamentally 
conceptual, not linguistic, in nature, …the overwhelming majority of evidence 
for conceptual metaphor is linguistic in nature” (Casasanto 2009: 127). In other 
words, the presence of linguistic metaphors in communication about a topic (e.g. 
“brains are computers”) often indicate the presence of underlying conceptual 
metaphors (e.g. thinking about brains (to some extent) in terms of computers).

According to CMT, a conceptual metaphor results from cross-domain map-
ping in which a “target” concept from a more abstract domain is “mapped onto” 
a “source” (or “base”) concept from a more concrete domain. These metaphors 
enable us to understand less familiar, more abstract concepts by connecting 
them to more familiar concepts that are often more concrete and perceptually-
grounded. These domain pairings reflect the “correlation learning principle” 
according to which “neurons that fire together wire together” and often come 
about as a result of experience, rather than inherent similarities between them.17 

15. One may activate a concept by reading it, speaking about it, or otherwise calling it to 
mind.

16. See also Gibbs (2011), Gibbs & Matlock (2008), Kövecses (2008), and Lakoff & Johnson 
(2008).

17. This phrase is often mistakenly thought to derive from a quotation from Hebb 1949, but 
instead comes from the quote “cells that fire together wire together” (Shatz, 1992, p. 64).
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Thus, because the target concept has been “mapped” onto the source concept, 
when a target concept in a metaphor is activated, so too is the source concept. 
And when the source concept is itself embodied, and thus partially constituted 
by simulations of relevant sensorimotor states and processes, so too is the target 
concept which has been mapped onto it. For example, hearing phrases such as 
“she grasped the idea” and “he is sweet” which invoke metaphors, sensorimo-
tor simulations activating the motor cortex gustatory areas of the brain were 
activated (Boulenger et al. 2012; Citron & Goldberg 2014).

See the diagram below (Figure 1) for the three kinds of Semantic Embodi-
ment accounts detailed in this section. The relevant concepts are repre-
sented by boxes within which are mental states and processes as well as 
sensorimotor states and processes (represented by the cloud shape), which 
together constitute these concepts. According to these accounts, the  resulting 
embodied concepts are iconically representational, rather than symbolically 
representational, in that they, in some sense, resemble what they repre-
sent. This is because they do not merely encode information that has been 
abstracted and transduced from sensorimotor states and processes; rather, 
they are partially constituted by sensorimotor states and processes that are 
involved in conceptual processing in their original, non-transduced form 
(Barsalou 2009; Hostetter & Alibali 2008). Thus, these embodied concepts 
are also modal (tied to a particular modality or set of modalities) and context-
dependent by virtue of involving modality-specific simulations ( Solomon & 
 Barsalou 2001).

Figure 1. Diagrams of Embodied Cognition conceptual processing accounts.
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In summary, Classical Computationalist and mainstream Embodied Cogni-
tion (hereafter, simply ‘Embodied Cognition’) theorists disagree about the pro-
cesses involved in conceptual processing as well as the composition of concepts. 
According to Classical Computationalists, only mental states and processes 
(suitably restricted to higher-level neural states and processes) can be directly 
involved in performing cognitive functions; sensorimotor processes are limited 
to playing (at most) an indirect role. In contrast, according to Embodied Cogni-
tion theorists, sensorimotor states and processes (in addition to mental states 
and processes) are sometimes directly involved in performing cognitive func-
tions such as learning and reasoning, and specifically conceptual processing. I 
will now draw on this understanding of embodied metaphors to address com-
putational metaphors and their effects on our understanding of cognition and 
theories of cognition like Embodied Cognition.

3. Computational Metaphors

In the previous section, I contrasted approaches to conceptual processing in 
mainstream Embodied Cognition theories with those in Classical Computation-
alist theories—appealing to the former to explain the ways in which conceptual 
metaphors often shape our understanding of abstract topics. In this section, I 
will build on this account to address computational metaphors and how they 
shape our understanding of cognition. To do so, I will first argue that many 
computationalist statements are not literal statements but rather 1) metaphors, 
specifically 2) conceptual metaphors (as opposed to merely linguistic metaphors), 
and 3) embodied metaphors. I consider two sorts of statements—those according 
to which the mind is a computer as well as those according to which the brain is 
a computer (which the mind supervenes upon or is otherwise grounded in)—
ultimately focusing on the latter. I address both not only for the sake of compre-
hensiveness but also because the lack of rigorous distinction between the two (in 
some literature) indicates something about the role of metaphors in these claims, 
and the ways they are typically communicated and defended. After sketching 
the ways in which one might interpret these claims, I demonstrate the difficulty 
of maintaining an interpretation that is explanatorily powerful and non-meta-
phorical (i.e. literal). I will then detail ways in which these computational meta-
phors may specifically bias us in favor of computational views of cognition and 
against embodied ones. Finally, I will claim that this biasing contributes to the 
resistance that Embodied Cognition faces and draw out the implications of this 
for how we ought to evaluate theories of cognition, in particular, Embodied Cog-
nition and its explanatory power.

Early forms of Computationalism emerged around the 1960s, constituting 
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a break with Behaviorism, and Classical Computationalism was the dominant 
theory of cognition until it was challenged by Connectionism in the 1980s, and 
more recently by Embodied Cognition.18 Although it still has defenders, con-
temporary work in cognitive science has largely moved away from Classical 
Computationalism (see Pylyshyn 1993; Sprevak & Colombo 2019). However, 
Computationalism more broadly still serves as the foundation for much of con-
temporary work in cognitive science. For example, Gauthier et al. (2019, 1) attest 
that “representation and computation are the best tools we have for explaining 
intelligent behavior.” Similarly, Schultz and Gava claim that

Brains are information processing systems whose operational principles 
ultimately cannot be understood without resource to information theo-
ry. We suggest that understanding how external signals are represented 
in the brain is a necessary step towards employing further engineering 
tools (such as control theory) to understand the information processing 
performed by brain circuits during behaviour. (2019: 1)19

Furthermore, even more widespread than the explicit invocation of compu-
tational frameworks is the use of computational metaphors, which are by far 
the dominant metaphors for cognition.20 As psychologist Gary Marcus (2015) 
explains, “for most neuroscientists, this [computer] is just a bad metaphor. but 
it’s still the most useful analogy that we have…the sooner we can figure out 
what kind of computer the brain is, the better.” And Piccinini & Bahar echo this 
thought—specifically highlighting the centrality of computational metaphors in 
philosophy and psychology—explaining that, 

While few neuroscientists take typical neural processes to be digital com-
putations, many psychologists and philosophers are still building their 
theories of cognition using constructs that rely either implicitly or explic-
itly on digital computation, and some of them still defend digital com-
putationalism (e.g., Fodor, 2008; Gallistel & King, 2011; Schneider, 2011). 
(Piccinini & Bahar 2013: 476)  

18. However, according to some, some contemporary forms of Embodied Cognition can be 
traced back to initial forms in the work of Dewey, James, Merleau-Ponty, and Leibniz (Crippen & 
Schulkin 2020; Jorati 2019).

19. Also see similar statements throughout recent work by, e.g., Nicholas Shea (2018) and 
Paul Thagard (2019).

20. This is the case in both academic and non-academic discussions and representations of 
cognition. In addition to its ubiquity in academic work, the vast majority of mainstream depic-
tions of the mind and cognition in television, film, video games, etc. are heavily influenced by this 
metaphor   —and many rely on a literal interpretation of it. 



126 • Kate Finley

Ergo • vol. 12, no. 5 • 2025

Computational metaphors are roughly structured around the idea that the brain 
is ‘hardware’ and the mind is ‘software’, and include, in addition to these central 
metaphors, a larger family of metaphors in which other concepts from the same 
target domain as brain and mind (i.e. neural and mental states and processes, 
respectively), have been mapped onto other concepts from the same source 
domain as computer. For example, statements like the following are common: 
“cognition is computation”; cognitive information is “encoded” and ‘indexed’ 
in memory; cognition occurs through “online” and “offline” processing (Boyd 
1993). We also often speak of brain “circuits,” and “wiring” and of memory as 
the storage and retrieval of “files,” which have been “encoded” and “indexed.” 
And more casually, we say that we are running out of “bandwidth,” have a low 
“battery” and thus need to “unplug,” or that we have “short circuited” or expe-
rienced a “glitch” in our thinking. The larger metaphor undergirding such state-
ments is that the brain (or mind) is some kind of computer and/or that cognition 
is computation.  

Sometimes these metaphors are consciously acknowledged and invoked; 
however, most often, these metaphors and the frameworks they provide for 
thinking about cognition remains unnoticed and unacknowledged because 
they have become a part of the basic vocabulary that we use to speak about 
cognition, they strike many people, not as metaphors but as simply provid-
ing the most natural terms and concepts to use when speaking and thinking 
about cognition. This is the case even in work that does not explicitly defend 
or address computational views of cognition—interestingly, this is the case 
even in work articulating and arguing for an Embodied Cognition theory 
of cognition. As just one example, take Lawrence Barsalou’s first chapter in 
Coello & Fischer’s Foundations of Embodied Cognition (2016), in which he refers 
to “online interaction with the environment …” and the role of concepts in 
“offline processing” (12); speaks of “streams of perceptual input from individ-
ual networks” (16) and “local outputs of the situation-processing architecture” 
(18) and the “encoding” of memory (23, 27) (emphases mine). It is of course, 
natural to use such terms when speaking of cognition—even when speaking 
of Embodied Cognition; however, this just serves to underscore their ubiq-
uity and foundational nature in how we think, write, and communicate about 
cognition. 

3.1 Computational Metaphors as Metaphors

At this point, it is important to address the fact that many do not think that state-
ments like “the brain is a computer,” “the mind is a computer,” “cognition is 
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computation”21, and others mentioned above, are metaphorical, instead, like 
Pylyshyn, they think that

the notion of computation … is not a metaphor but part of a literal de-
scription of cognitive activity … it seems to me that computation, and all 
that it entails regarding rule-governed transformations on intentionally 
interpreted symbolic expressions, applies just as literally to mental activ-
ity as it does to the activity of digital computers. Such a term is in no sense 
a literal description of the operation of electronic computers that has 
been metaphorically transported to the primary subject of mind. (1993: 
435, emphasis mine)

And Tim van Gelder further attests that, 

contemporary orthodoxy maintains that [cognition] is computation: the 
mind is a special kind of computer, and cognitive processes are rule-gov-
erned manipulation of internal symbolic representations. The broad idea 
has dominated the philosophy and the rhetoric of cognitive science… 
(1995: 345, emphasis mine)

However, while it is correct to say that a description of cognitive activity as “rule-
governed manipulation of internal symbolic representations” is a literal descrip-
tion, this does not exhaust the content of statements like “cognition is computa-
tion” (or “the brain is a computer”). In other words, statements like these typically 
do not function merely as shorthand for the former kinds of descriptions. Such 
computational statements are indeed often apt and explanatorily powerful; how-
ever, this does not negate the fact that the vast majority are metaphors. Roughly, this 
means that they function as ‘automatic, ubiquitous conceptual devices’ that enable 
us to understand the brain, mind, and cognition in terms of computers and com-
putational processes—our understanding of the former has been “mapped onto” 
or “scaffolded upon” the latter. One thing complicating the use of these metaphors 
and their recognition as such is the fact that the concept of computer is rarely 
addressed or unpacked when invoking these metaphors. As Piccinini explains, 
“philosophers interested in computationalism have devoted most of their atten-
tion to explaining mental phenomena, leaving computation per se largely unana-
lyzed” (2010: 282). There is thus a fair bit of unacknowledged confusion between, 
and conflation of, distinct notions of computer in much of the relevant literature.

21. Throughout the rest of this paper, I use “cognition is computation” and “the brain is a 
computer” as metaphors representative of the larger computational “metaphor family.”
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Any relevant notion of computer must be one focused on function rather 
than physical properties. In other words, whether the brain (or mind) is literally 
a computer is a matter of how it functions, not what it is “made of” (or grounded 
in), so to speak. The weakest version of Computationalism understands a com-
puter as a physical apparatus that can “in theory compute any computable func-
tion”—where a “computable function” is one for which an algorithm (a finite, 
specific set of instructions) could specify the calculations or operations used to 
generate an output from the corresponding input (Richards & Lillicrap 2022). 
Relatedly, computation is information processing involving the manipulation 
of information-bearing structures or representations to produce outputs from 
inputs (Piccinini 2009: 516–517).22 This account of computers emerges from, and 
is most prevalent in, the computer science literature (Richards & Lillicrap 2022; 
Ralston et al. 2003).

When statements like “the mind is a computer” invoke this sense of ‘com-
puter’ they are, strictly speaking, committing a category error in that the mind 
cannot be a physical apparatus, and thus saying something false. However, 
when statements like “the brain is a computer” invoke this sense of ‘computer,’ 
they are literally true—a brain is a physical apparatus that can in theory (brack-
eting concerns of time, energy, and resources) compute any computable func-
tion. Unfortunately, they are also explanatorily weak and fail to promote further 
insight into the kinds of questions about cognition at issue in philosophy, psy-
chology, and neuroscience. This is because, depending on how broadly ‘infor-
mation,’ ‘algorithm,’ ‘input,’ and ‘output’ are defined, the resulting notion of 
computation may be

so loose that [it] encompass[es] virtually everything. For instance, if com-
putation is construed as the production of outputs from inputs and if 
any state of a system qualifies as an input or output, [and the process 
generating outputs from inputs can be understood as carrying out a set 
of instructions] then every process is a computation. (Piccinini 2009: 517)

This very general notion of computer does not enable us to account for mental 
states and processes as I have delimited them above—namely, as higher-level 
neural states and processes involved in things like abstraction, reasoning, etc. 
computation, on this account, is fairly ubiquitous and might be said to occur in 
a thermometer representing the ambient temperature—thus it cannot be used 
to capture or explain much of anything meaningful about cognition, including 
those topics addressed by Classical Computationalist and Embodied theories of 

22. Note that there is debate about whether Computationalism requires representations, I 
will not engage with them but see Piccinini, 2008.
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cognition.23 Rather, these notions only typically serve as starting points for the 
concepts of computer and computation—and related specifications of relevant 
‘inputs,’ ‘outputs,’ ‘algorithms,’ and ‘information processing’—most often used 
by philosophers and cognitive scientists.

Thus, a stronger version of Computationalism is typically relied upon in 
these disciplines according to which the mind is ‘the software’ of the brain—in 
other words, a program or set of programs contained within and executed by 
the brain, as well as the states and processes resulting from their execution. In 
this view, the relevant notion of computer at work in the claim that “the brain 
is a computer” is a physical apparatus that not only can “in theory compute 
any computable function,” but is also capable of functioning as hardware for 
the execution of such programs. Piccinini illustrates the centrality of these con-
cepts in his articulations of the key claims of computationalism, functionalism, 
and computational functionalism. He explains that, according to computational 
functionalism, 

the mind is a (stable state of) a component of the brain, in the same sense 
in which computer program tokens are (stable states of) components of 
computers … [and] minds are multiply realizable, in the sense in which 
different tokens of the same type of computer program can run on dif-
ferent kinds of hardware…[and that]…mental programs can also be 
specified and studied independently of how they are implemented in the 
brain, in the same way in which one can investigate what programs are (or 
should be) run by digital computers without worrying about how they 
are physically implemented. (2010: 267, emphases mine)

This version of Computationalism derives much of its philosophical benefit and 
explanatory power from this conceptual framework—ostensibly enabling it to 
“demystify” the mind’s supervenience on the brain and the operation of par-
ticular cognitive processes (Piccinini 2010; Simon 1996; Fodor 2000).24 However, 
it is important to note that such statements are clearly metaphorical—which is 
not to say that they are vague, imprecise, or somehow “mysterious,” but instead 
to highlight that they enable and promote scaffolding of our understanding of 
the mind, brain, and cognition upon our understanding of computers (software, 
hardware, and computation).25 

23. Searle (1990) adopts an even more vague and permissive account of what a computer is 
and, on its basis, also concludes that the brain is a computer; however, he also thinks that every-
thing is (or can be described) as a computer, so the brain is only trivially a computer.

24. Many thanks to an anonymous reviewer for pressing this point.
25. Piccinini clearly notes this as well —often referring to such statements as analogical or 

metaphorical.
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This issue is further compounded in stronger versions of Computationalism 
which engage in more detailed scaffolding of brain and cognition on computer 
and computation—informed by features of the kinds of computers that we are 
most familiar with—digital computers, especially those that we use regularly 
(e.g. laptops, phones, etc.). As Piccinini explains, “the most relevant and explan-
atory notion of computation is that associated with digital computers…[which 
is]...based on the electronic devices we use on a regular basis and how they oper-
ate” (Piccinini 2009: 223). Here, the relevant notions of computer and computa-
tion are digital computers and computation, respectively, and often (explicitly 
or implicitly) draw upon the following features.

First, the architecture of digital computers, which includes a central processing unit 
(CPU)—a computer chip responsible for coordinating and controlling the functions 
of a computer: it receives input (e.g. from a keyboard), processes the input (car-
ries out arithmetic and logical operations based on step-by-step instructions (algo-
rithms) provided by its control unit), and then sends the output to other devices 
(e.g. a display or printer). Additionally, digital computers include a random-access 
memory (RAM) module—a small circuit board containing a set of memory chips—
which stores information the computer is currently using or processing (such as 
the aforementioned algorithms, information needed to run a web browser) and an 
external memory or hard drive which is used for long-term storage of things like doc-
uments and software programs. The CPU, control unit, RAM, and external mem-
ory all work together to allow a computer to perform tasks and store information. 

Second, information processing in digital computers, which involves constant 
communication between the CPU, control unit, RAM, and often the hard drive 
and occurs through the transformation or manipulation of strings of binary digits 
(‘bits’ which can be a 1 or 0) which represent input from various sources including 
text, images, numbers, and audio which have been transduced into this form (e.g. 
the number ‘5’ is represented as ‘101’ and the letter ‘A’ as ‘01000001’). The output of 
this processing can then be transduced back into text, images, numbers, audio, etc. 
(e.g. ‘101’ becomes ‘5’). This information processing is largely sequential, discrete, 
and passive. It processes information sequentially in that it executes instructions and 
performs computations in the specific order determined by the instructions in the 
program being executed—as opposed to parallel processing. It processes informa-
tion in a discrete manner in that it operates on distinct pieces of data, one at a time, 
that have been encoded using a set of discrete states (represented as ‘1’ and ‘0’)—
rather than data in the form of a continuous range of values, as is done in analog 
computing.26 And its processing is passive in that the computer does not actively 
generate or modify the information or data being processed—rather it simply exe-

26. Although see Maley (2011) who argues for a different way of distinguishing between 
digital and analog computers.
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cutes the instructions to perform the computations—in contrast to active systems. 
These are just some of, although perhaps the most relevant, aspects of digital 

computers informing stronger versions of Computationalism, and their central 
concepts of computer and computation, that are ubiquitous in philosophy and 
the cognitive sciences. These aspects have clearly contributed to explanatorily 
powerful conceptual tools and frameworks for understanding the mind, brain, 
and cognition. For example, aspects of the aforementioned architecture and infor-
mation processing of digital computers are often used to represent how different 
parts of the mind work together and engage in conceptual processing.27 Processes 
involved in executive functioning (such as decision-making and problem-solv-
ing) are represented as operating like a CPU, working or short-term memory like 
RAM, and long-term memory like a hard drive or external memory. Sensorimotor 
input is thought to be transduced into symbolic, mental representations in order to 
be processed, and once processed, transduced into outputs (e.g. actions)—on the 
model of information processing in digital computers. Relatedly, the relationship 
between cognition and the external world is understood using the model of on-
line and off-line computer processing, and as mentioned above, the relationship 
between the mind and brain is modeled on that between software and hardware. 

Again, these stronger versions of Computationalism clearly derive much of 
their philosophical benefit and explanatory power from these conceptual frame-
works; and again, these frameworks and associated claims must be understood 
as metaphors. If brains were literally computers, on this notion of computer, they 
would clearly need to share their essential features, some of which I have out-
lined above.28 However, while they share some of them, they do not share oth-
ers. To take just a few examples, they are similar to computers (architecturally) 
in that they both contain short-term and long-term memory (in computers, RAM 
and a hard drive, respectively), as well as a ‘control unit’ of sorts which acts as 
the central processing and ‘decision-making’ center, involved in controlling and 
regulating functions (i.e. the regions involved in executive functioning like the 
prefrontal cortex—in computers, the CPU).29 However, they differ (with regards 

27. For example, see Cooper & Shallice (2011), Rogers et al. (2004), Schank (2014), and  Thagard 
(2005).

28. As mentioned above, ‘brain features’ here refers to features of both the mind and brain.
29. Of course, there are also further differences (and similarities) once one gets into the details 

of these comparisons. Our memories and that of computers are both limited in capacity. However, 
in computers, RAM and hard drives, constitute individual modules which are solely involved in 
memory storage; whereas our memories are stored in a more distributed way, involving multiple 
brain regions which themselves are involved in other functions. Additionally, RAM is ‘volatile’ in 
that its data is erased when power is lost, whereas our short-term memory is not. Similarly, the 
prefrontal cortex (and other regions less centrally involved in executive functioning) differs from 
the CPU in that it is much more dynamic and adaptable, while the CPU must rely on a set of fixed 
instructions.
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to information processing) in that, while computers process information pas-
sively by simply executing a set of instructions that dictate how to process input, 
one might think that brains additionally often engage in active processing—they 
manipulate information, generate new connections, solve problems, and make 
decisions. 

To take a more detailed example, take memory—the processes of memory 
acquisition or learning, as well as storage and retrieval, are often “mapped 
onto” the processes of “encoding” and “indexing” in computers, respectively. 
Roughly, in computers, input data are encoded into bits (1s and 0s) which are 
then stored in the computer’s memory and indexed through the use of locations 
called ‘addresses’—and strings of bits can then be later retrieved from storage by 
their address. Thus, these data are encoded (stored such that it can be accessed 
and used) and indexed (organized in a way that makes it easy to retrieve). These 
concepts have clearly provided metaphorical scaffolding for understanding 
human memory and its operations in work on cognition—and terms like ‘encod-
ing’ and ‘indexing’ are often used in work in cognitive science on memory. 

A clear example comes in references to ‘neural encoding’ which is the pro-
cess by which sensory information is converted into a neural signal that can 
be processed and interpreted by the brain and is thought to play a key role in 
memory acquisition. Specific neurons are activated in response to sensory stim-
uli, which then transmit this information through the ‘complex circuitry’ of neu-
ral pathways for further processing—the specific patterns of neural activity that 
result from this process form the ‘neural code,’ from which the mind can then 
extract relevant information and generate a response to the stimuli (Dayan & 
Abbott: 2005).

There are some similarities between these two processes in brains and com-
puters that make the latter, in some senses, an apt metaphor for the former—in 
both instances, patterns of activity are used to store information, enabling later 
retrieval. There are some similarities between these two processes in brains and 
computers that make the latter, in some senses, an apt metaphor for the former—
in both instances, patterns of activity are used to store information, enabling 
later retrieval. However, there are of course also dissimilarities between the 
relevant types of ‘codes’ used—computer codes are formed by the presence or 
absence of electrical signals in digital circuits and logic gates to encode data in 
binary, enabling computer coding to be exact; whereas ‘neural codes’ are formed 
by the activation (or deactivation) of specific networks of interconnected neu-
rons to encode information into patterns of activation, resulting in approxima-
tion rather than exactitude. And whereas neural encoding relates environmental 
stimuli to neural responses and is approximate, and only approximately revers-
ible, (digital) computational coding relates classes of digital strings, is exact, and 
(typically) exactly reversible (Piccinini & Bahar 2013). Thus, due to key dissimi-
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larities between the latter and the former, brains are best understood as      meta-
phorical computers and cognitive processes, like those involved in memory, as 
metaphorically computational. Again, this is not to say that they are (necessarily) 
inaccurate, misleading, or less rigorous, but rather, to note that these metaphors 
provide key “conceptual scaffolding” through which we understand brains and 
cognitive processes in some sense in terms of or through our understanding of (in 
this case, digital) computers and computation—highlighting points of similarity 
and deemphasizing points of dissimilarity.

Thus, to summarize—first, there is confusion or at best inconsistency among 
authors about whether the mind or the brain is thought to be a (literal) computer. 
Second, in regards to the latter, weaker or more general notions of computer 
and computation result in “ubiquitous computation”—in which every physi-
cal system is a computer—and are thus apt to be explanatorily useless in the 
cognitive sciences. Further specifying this notion by fleshing out the mind-brain 
relationship in terms of the software-hardware relationship results in explana-
tory power largely rooted in this metaphorical scaffolding. And even stronger 
and more specific notions of computer are almost exclusively modeled on digital 
computers, resulting in additional metaphors providing further metaphorical 
scaffolding for our understanding of the brain and cognition. Thus, it is difficult 
to maintain a reading of the “brain is a computer” that is both explanatorily 
powerful and thoroughly literal. 

One might protest that when they say “the brain is a computer” they have 
in mind a concept of computer which only includes the points of similarity, not 
dissimilarity between brains and computers—and that thus understood, this and 
related computational statements are both explanatorily powerful and literal. 
For example, one might claim that all they mean when they describe the brain as 
a computer (or invoke other computational metaphors) is that the brain literally 
has an architecture containing a central processing or control unit, short-term, 
and long-term memory; or that the brain literally transforms input into output by 
carrying out “rule-governed transformations on intentionally interpreted sym-
bolic expressions.” Bracketing the fact that the second claim about information 
processing is precisely what is at issue between Embodied Cognition and Com-
putationalists and thus by no means an uncontroversial claim about the mind—
this is an attempt to sketch a notion of computer that cuts between weaker and 
stronger versions addressed above. However, this objector still must make the 
case that this account is both explanatorily helpful and does not end up collaps-
ing into and thus facing the issues of either the weaker or stronger notions.

Perhaps one might think that this account does not collapse into the first 
account because it is merely further specifying the architecture and kind of 
information processing involved. However, in doing so, it appears to be merely 
cherry-picking features of digital computers that happen to fit with our cur-
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rent understanding of the brain, in an ad hoc manner. In so doing, it is con-
structing an understanding of ‘computer’ on the model of our brain, resulting 
in ‘computer’ functioning as a kind of shorthand for these cherry-picked traits. 
Statements using this notion of ‘computer’ then arise from utilizing an object 
(i.e. a computer) initially designed to emulate certain aspects of human cogni-
tion as the basis of a metaphorical framework for characterizing the mind and 
brain—thus attempting to ‘read back’ characteristics of the modeled object into 
the complex entity and processes on which it was modeled (e.g. the human brain 
and cognition, respectively). Thus, it is unclear how this notion of ‘computer’ 
might play a non-circular explanatory or informative role—helping to structure, 
inform, and deepen our understanding of cognition; furthermore, this notion 
does not capture much of the use of computational metaphors in the relevant 
literature.

Much of the resistance to acknowledging that statements like ‘the brain is 
a computer” are metaphorical can be explained by appealing to the following 
factors. First, some mistakenly assume that if a statement is metaphorical it is 
necessarily inaccurate, imprecise, or misleading. However, as addressed above, 
this is not the case—metaphors are oftentimes complex, precise, and apt con-
ceptual frameworks that structure our understanding of abstract domains and 
concepts. As Rapaport explains “the brain doesn’t have to be a computer in order 
for its behavior to be describable computationally” (Rapaport 2018: 415)—in 
other words, acknowledging ‘the brain is a computer” as a metaphor does not 
amount to a threat to Computationalism. Second, the ubiquitous, entrenched, 
and foundational nature of many of these metaphors, may lead to psychological 
difficulties recognizing or acknowledging them as metaphors.30 For example, 
some studies have demonstrated that subjects who are impacted by metaphors 
are often unaware of this impact and even the presence of metaphors having the 
impact (Thibodeau & Boroditsky 2011; Amin et al. 2018).31 These effects are fur-
ther compounded by the fact that many philosophers, psychologists, and neuro-
scientists have limited knowledge of the underlying concepts and principles of 
computation (Richards & Lillicrap 2022). This can result in a lack of awareness 
and/or acknowledgement of when a researcher is drawing on one as opposed 
to another of these notions, especially in work that is not focused on addressing 
these notions.

30. This point may be even clearer upon thinking back to previous mechanical metaphors 
which compared the mind to the latest technological innovations: Descartes spoke of the brain as a 
sort of hydraulic pump, Freud likened it to a steam engine (Marcus 2015). “Before computers came 
along, there were many other physical metaphors for the brain: The brain was considered to be 
like a telephone system or like a plumbing system…Because these have fallen out of favor and we 
have more distance from them, we can immediately see them as metaphors—metaphors that are 
apt for understanding some features of the mind, but ill-fitting for others.” (Rapaport 2018: 413).  

31. I will address some of these studies, especially Thibodeau and Boroditsky’s (2011), below.
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In summary, understanding the statement “the brain is a computer” literally 
restricts one to making only very basic claims about the brain and its capaci-
ties. Thus, it is reasonable to assume that often when this statement (or many of 
the related statements in the same metaphor family) is made in academic litera-
ture—specifically in philosophy, psychology, or neuroscience—it is being used 
to make more substantive claims about the brain and/or cognition. However, 
grounding these more substantive claims relies on invoking more explanatorily 
powerful notions of computer—that are grounded in specific traits of program-
based and/or digital computers—to metaphorically scaffold such claims. Now 
that I have made the case that many statements invoking a Computationalist 
framework are metaphorical rather than literal—I will turn to argue that they are 
specifically conceptual metaphors (as opposed to merely linguistic metaphors), 
and embodied metaphors (rather than disembodied ones). Their status as con-
ceptual, embodied (and conventional) metaphors strongly supports claims that 
Computational metaphors powerfully shape cognition. 

3.2 Computational Metaphors as Conceptual

Recall that conceptual metaphors are “automatic, ubiquitous conceptual 
device[s]” that structure and inform our thinking. Specifically, they enable us 
to think about and understand less familiar (and in some sense, more abstract) 
things in terms of more familiar (and in some sense, more concrete) things (Fin-
sen et al. 2019). While a merely linguistic metaphor only enables us to commu-
nicate about more abstract concepts in terms of more familiar and concrete con-
cepts; conceptual metaphors also enable us to think about more abstract concepts 
in terms of more familiar and concrete concepts. Thus, much of what I addressed 
in the section above in support of the claim that statements like “the brain is a 
computer” invoke a metaphor, also can provide support for the claim that such 
statements invoke a conceptual metaphor, specifically. 

Clearly, such metaphors are integral to how we speak about cognition and 
ubiquitous in academic work (as well as in casual conversation) addressing the 
brain and cognition, even in work that does not explicitly invoke or engage with 
Computationalism. As Richard Boyd attests, these computational metaphors 
have played a central role in work on cognition. He explains that exploring

similarities, between men and computational devices has been the most 
important single factor influencing postbehaviorist cognitive psychology. 
Even among cognitive psychologists who despair of actual machine sim-
ulation of human cognition, computer metaphors have an indispensable 
role in the formulation and articulation of theoretical positions. These 
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metaphors have provided much of the basic theoretical vocabulary of con-
temporary psychology. (1993: 487, emphases mine)

The centrality and foundational role of computational metaphors then give us 
reason to believe that these metaphors reflect an underlying conceptual frame-
work in which our understanding of the brain and cognition is shaped by and 
associated with computers—specifically our understanding of and experiences 
with them. Much of current mainstream work in cognitive science is explicit 
about the central role of such conceptual frameworks—for example, Gauthier et 
al. (2019: 1) proclaim that “representation and computation are the best tools we 
have for explaining intelligent behavior.”32 

According to some, computational metaphors are so central to Computation-
alist accounts of cognition that they are what is known as “theory-constitutive 
metaphors.” For example, Finsen et al., echoing Boyd, claim that,

it is not the case that scientists and philosophers employ the [brain is a 
computer] metaphor to pedagogically present an otherwise incompre-
hensible hypothesis about cognition to the general public. Rather, the 
computer metaphor of the brain is the very hypothesis. This type of scien-
tific metaphor is known as a theory-constitutive metaphor (Boyd 1993), 
i.e., a metaphor that forms the conceptual basis of a scientific paradigm 
and cannot be translated into more literal language. (Finsen et al. 2019: 
321)

In brief, statements about and descriptions of cognition often invoke computa-
tional metaphors and because these metaphors are so foundational and ubiq-
uitous, it stands to reason that they are conceptual metaphors—meaning that 
they speak to the ways in which our understanding of the brain and cognition 
has been shaped by Computationalist conceptual frameworks. Naturally, one 
would seek empirical support for such claims, demonstrating the conceptual 
effects of such metaphors; however, there has thus far been a dearth of such 
work—either investigating the influence of computational metaphors or more 
generally metaphors for the brain.33 However, we can draw on more established 
empirical research investigating the influence of conceptual metaphors which 
are somewhat similar to computational metaphors (in that they deal with simi-
larly abstract and complex target concepts) to draw further support for claims 
that computational metaphors are similarly conceptual. One such study comes 
from Amin et al.  who explain that,

32. Also, see recent work by Nicholas Shea (2018) and Paul Thagard (2019).
33. Although see Finley (under review1, under review2) in which I address this.
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implicit in the language of science are systematic metaphorical mappings 
between abstract scientific concepts (such as heat, energy, and entropy) 
and concrete image-schemas (such as material object/substance, posses-
sion, containment, object movement, and forced object movement). These 
implicit mappings (referred to as conceptual metaphors) are reflected in 
the language of science, as in “the molecule has kinetic energy” … “heat 
was lost to the surroundings.” (2018: 2, emphases mine)

These metaphors are integral to communication on these topics and many stud-
ies indicate that they are also integral to understanding and thinking about 
them—in other words, they are conceptual metaphors. For example, Brookes 
& Etkina have conducted multiple such studies (2007; 2009; 2015). In their most 
recent, they address the role of metaphors for heat in students’ reasoning about 
heat in thermodynamic processes. On the basis of their own and other stud-
ies, they conclude that undergraduate physics students’ reasoning tendencies 
in solving problems about thermodynamic processes reflect the metaphorical 
ways of understanding heat encoded in the language that they use. Specifically, 
they found correlations between the use of substance-based metaphors for heat 
(heat is a “substance that moves from one location to another”, thermodynamic 
systems are envisioned as “containers” of heat, and temperature is seen as mea-
suring the amount of heat “in” an object) and a tendency to reason about heat 
“as a state function” even in problem-solving contexts in which it is inappropri-
ate. Jeppsson et al. (2013) reported similar findings from their studies conducted 
with physics Ph.D. students on metaphors for heat and entropy. 

Notably, in a later study—also on the use of conceptual metaphors in the rea-
soning of physics Ph.D. students—Jeppsson et al. (2013) conclude that through 
metaphors, “concrete construals of abstract concepts such as entropy, energy, 
and heat in terms of possessions, movement of possession and containment in 
the context of advanced scientific problem-solving can be more prevalent at higher 
levels of expertise, and not necessarily a sign of naïve reasoning” (799). They go on 
to suggest that familiarity with and deep integration of conceptual metaphors 
may play a key role in the development of scientific expertise. In a similar vein, 
Alibali and Nathan (2012), Goldin-Meadow et al. (2009), Lakoff & Nunez (2000), 
Nemirovsky et al. (2012), and many others have investigated the impact of meta-
phors in mathematics; and others like Bleakley (2017), Nie et al. (2016), and Tate 
(2020) in medicine; Luhrmann (2011) in anthropology; and Niebert & Gropengi-
esser (2015) in psychology.34

The metaphors in the studies above are clearly conceptual metaphors in that 
their use or activation shapes reasoning about the target domain to be more in 

34. I address some of these studies in more detail below.
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line with the similarities between the source and target concepts highlighted by 
the metaphors. Furthermore, this research demonstrates that such metaphors 
can impact the thinking of lay people and students, as well as experts and practi-
tioners—thus indicating that at least some conceptual metaphors truly function 
as conceptual metaphors for the latter group, who know the most about the target 
domain.35 Because conceptual metaphors help us think about and understand 
more abstract and less familiar concepts in terms of more concrete and familiar 
concepts, it makes sense that they are integral to how we understand many sci-
entific concepts (e.g. heat, energy), mathematical concepts (e.g. addition), and I 
argue, philosophical concepts like brain and cognition.

3.3 Computational Metaphors as Embodied 

Thus far I have presented reasons to think that computational metaphors are 
specifically conceptual metaphors for cognition and now I turn to address why 
we ought to think that these metaphors are also embodied.36 Recall that concep-
tual metaphors result from cross-domain mappings which enable us to under-
stand less familiar, more abstract concepts through association with more famil-
iar, more concrete concepts. Often these more concrete concepts are closely tied 
to perceptual domains and thus likely grounded in one’s sensorimotor experi-
ences—because of this, some claim that most if not all conceptual metaphors 
are embodied. I think there are additional reasons specific to computational 
metaphors to believe that these metaphors are embodied. For most people (spe-
cifically those without an advanced understanding of computers) many of their 
relevant concepts in the source domain (e.g. computer, computational, encod-
ing) are in large part constituted by their (embodied) experiences of computers 
(e.g., typing on a keyboard, moving a mouse, clicking buttons on a screen, view-
ing representations of computers and computation in popular media, etc.)—and 
perhaps even constituted by more concrete concepts grounded in these experi-
ences. Recall that when different computer concepts are properly disambigu-

35. Unsurprisingly, some metaphors have been found to have a stronger impact on those 
who have only a rudimentary understanding of the target domain and a weaker impact on those 
with an advanced understanding of the target domain and/or deeply held beliefs about the tar-
get domain. For example, Thibodeau and Boroditsky (2013) found that those with more deeply 
held beliefs about crime were less impacted by the crime metaphors they employed (“crime is a 
virus,” “crime is a beast”). However, I believe the studies cited above involving Ph.D. students 
and professionals in scientific disciplines—presumably with their own deeply held beliefs about 
the subject material—are a closer analogue to those impacted by computational metaphors who I 
address here.

36. Recently, in work on metaphor, increased attention is being paid to debates addressing 
the embodied vs. discursive nature of metaphors (Hampe 2017).
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ated, it becomes clear that the computer concepts (and related computational 
concepts) used in relevant literature are grounded in our everyday, embodied 
experiences of digital computers. And when one tries to understand computers 
or specific computational functions by abstracting or generalizing away from the 
instantiation of such functions in literal computers, these descriptions lose much 
of their explanatory power (Boyd 1993; Finsen et al. 2019). 

Interestingly, among embodied metaphors, computational metaphors may 
even be especially influential on our thinking because the sensorimotor experi-
ences of computational devices that they rely on are ubiquitous, everyday expe-
riences (Adbo & Taber 2009; Niebert et al. 2012).37 Furthermore, these senso-
rimotor interactions with computers often occur while engaging in higher-level 
cognitive processing (e.g., typing out a paper, recording notes on course material, 
researching, etc.)—which may thus further strengthen the association between 
concepts in the source and target domains. Again, naturally one would hope 
to find empirical support for such claims—demonstrating the role of embodied 
experiences with computers in mediating the cognitive effects of these computa-
tional metaphors—but again, there is a dearth of such work.

However, we can again draw on empirical research investigating the influ-
ence of embodied, conceptual metaphors in the sciences and mathematics to 
further support the plausibility of these claims. In one study, Robert Goldstone 
et al. argue for the occurrence of a kind of neural reuse in those engaging in 
mathematical reasoning. Their participants made use of gestures and embodied 
metaphors which were clearly grounded in sensorimotor activities when rea-
soning through the problems they were given. Summarizing their results, they 
explain that, 

It is widely assumed that, as it develops, mathematical reasoning shifts 
toward abstraction. But our initial observations of mathematicians “in 
the wild” suggest that their reasoning depends on spatial perceptual group-
ing strategies and actions over space. Sophisticated reasoners are at least as 
likely to employ concrete actions as novices—they just apply them more 
efficiently and felicitously. (2017: 439, emphases mine)

As they note, while mathematical reasoning is often thought of as a paradigm 
instance of abstract thinking that wouldn’t rely on sensorimotor states and pro-
cesses, it appears that it does. Furthermore, they note that this reliance on sen-
sorimotor strategies simply changes rather than dissipates in ‘sophisticated’ or 

37. According to a 2019 study (Perrin & Kumar), about a third of those in the US reported 
being online “almost constantly,” and these figures have almost certainly increased in recent 
years due to the COVID pandemic. Additionally, in 2022, 25% of workers reported working fully 
remotely, and 60% partially remotely (necessitating even more computer use) (Dua et al., 2022).
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expert reasoners. Similarly, Lakoff and Núñez address the embodiment of math-
ematical concepts extensively in their book Where Mathematics Comes From: How 
the Embodied Mind brings Mathematics into Being (2000). One example they address 
at length is the embodiment of the metaphor in which the target concept of equa-
tion is mapped onto the source concept of balance—which again is grounded 
in past physical experiences of balance. In a similar vein, in the sciences, Scherr 
et al. (2013) and Close and Scherr (2018), have conducted multiple studies sur-
rounding their embodied learning activities which they call ‘Energy Theater’ 
that reveal compelling connections between student gestures and movements 
around the room in different configurations and their learning and reasoning 
about energy through metaphorical frameworks. Based on students’ articulation 
of their reasoning about energy after such activities, the researchers hypothesize 
that this reasoning was impacted by the relevant metaphor (energy is a sub-
stance) which was developed through their sensorimotor activities.38 

Additionally, while there are many studies addressing the role of conceptual 
metaphors in the reasoning of experts, as opposed to learners—there are few 
that address the explicitly embodied elements of it. However, there’s no reason 
to suspect that the embodied element of conceptual metaphors would play less 
of a role in impacting the reasoning of experts, and recall that some hold that all 
conceptual metaphors are necessarily embodied. Furthermore, it is important to 
keep in mind that those with expertise in any subject were at one point merely 
learners and thus the metaphors they used to learn about the relevant subject are 
essentially still “baked into” their now expert understanding—as is evidenced 
by the continued appearance of these metaphors in academic writing on these 
topics. For example, researchers have found persistent misconceptions about 
how heat and energy operate that can be traced back to the influence of these 
metaphors even among experts researching these topics (Brookes & Etkina 2015; 
Chi et al. 1994). And again, there are some empirical findings that suggest that, 
at least in some disciplines, they may play even more of a role in the reasoning of 
experts than in that of non-experts. For example, in Jeppsson et al.’s (2013) study 
cited above, they note that when comparing the role of conceptual metaphors in 
the reasoning of physics undergraduate and Ph.D. students (at the end of gradu-
ate school) the use of conceptual metaphors by the latter to a much greater extent 
than the former “transformed what might have been expected to be highly for-
mal reasoning to a process of reasoning that contained many elaborate concrete, 
imagistic scenarios ...” (798). Roughly, the reasoning articulated by the Ph.D. 
students relied even more on embodied, conceptual metaphors than that of the 
undergraduate students.

38. Also see Alibali & Nathan (2012), Goldin-Meadow (2005), Herrera & Riggs (2013), Niebert 
et al. (2012), and Niebert & Gropengießer (2015) for similar research.
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These are just a few of the many examples that, when taken together, make 
a compelling case for the role of embodiment in such metaphors. Crucially, 
in many of these studies, researchers demonstrated not only that sensorimo-
tor processes played a role in participants’ learning and understanding of the 
relevant concept(s) but that they played a direct role that was distinct from the 
other kinds of instruction they received. For example, Goldin-Meadow et al. 
(2009) demonstrated that gestures taught to some participants contributed to 
their learning of addition by providing information distinct from the verbal 
instruction they received. These studies demonstrate the role of sensorimotor 
activities in mediating the effects of metaphors on cognition, specifically on 
learning—thus making a compelling case that these metaphors are embodied. 
Furthermore, it is notable that these studies report a measurable impact in real-
time, short-term embodied activities—repeated embodied experience may have 
even stronger effects. In summary, this research on embodied, conceptual meta-
phors in mathematics and the sciences gives us reason to think that computa-
tional metaphors may be similarly embodied, conceptual, and have measurable 
effects on cognition. Now I will turn to detailing the potential effects and impli-
cations of these effects on our understanding of and debates about theories of 
cognition. 

4. Effects of Computational Metaphors

Thus far I have detailed an account of computational metaphors and have pre-
sented reasons to think that they (at least many in the metaphor family) are both 
conceptual and embodied—thus in what follows, I will merely refer to ‘meta-
phors’ when speaking of conceptual and embodied metaphors and when I refer 
to ‘computational metaphors’ I am speaking of those that are conceptual and 
embodied. Now, I will address ways in which these computational metaphors 
may impact our understanding of cognition through effecting: (1) the content 
of the relevant target concepts, (2) the cognitive availability of other metaphors, 
and (3) the plausibility of related non-metaphorical statements; as well as (4) the 
fact that many of these effects often go unnoticed and are often misattributed. 
In each of these sections, after presenting the relevant research on the effects 
of metaphors, I will articulate how these effects may be at work in the influ-
ence of specifically computational metaphors in the debates and conversations 
surrounding cognition. Then, I will sketch the potential implications of this for 
the debate surrounding Embodied Cognition. Roughly, I will claim that compu-
tational metaphors bias our thinking about cognition in favor of computational 
and against embodied theories of cognition. 
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4.1 Effect on Target Concepts

First, metaphors affect the content of their target concepts because of associations 
drawn between the target and source concepts. For example, take Thibodeau 
and Boroditsky’s study (2011; 2013) in which they gave two groups of subjects 
information about crime in a fictional town: both groups were given the same 
crime statistics, accompanied by one of two vignettes that employed either the 
metaphor “crime is a beast” (e.g. metaphorical statements about needing to 
“hunt down” and “capture” criminals) or the metaphor “crime is a virus” (e.g. 
metaphorical statements about needing to “diagnose” and “treat” the crime that 
had “infected” the city). When presented with a list of potential approaches to 
addressing the city’s crime, subjects were more likely to support enforcement-
focused approaches (such as catching and jailing criminals and enacting harsher 
enforcement laws) when they were given the “crime is a beast” vignette and 
were more likely to support reform-focused approaches (such as eradicating 
poverty and improving education) when given the “crime is a virus” vignette. 
Researchers hypothesize that this occurred because reading the metaphors 
affected participants’ understanding of crime to be more like a virus or to be 
more like a beast: the former a view in which the systematic nature of crime was 
emphasized and the latter one in which the importance of individual aggressors 
was emphasized.

These effects are stronger the more conventional (familiar and widespread) 
a metaphor is. According to the Career of Metaphor theory when someone is 
exposed to a novel or unfamiliar metaphor, it is processed as a comparison, in 
which pre-existing similarities between the target and source concepts are high-
lighted. However, when presented with a conventional metaphor, it is processed 
as a categorization, in which the target concept is in some way thought of as 
belonging to the category defined by the source concept, thus “inheriting” some 
properties of the source concept (Bowdle & Gentner 2005; Gentner & Bowdle 
2001; Glucksberg et al. 1997). Sometimes, this “inheritance” can occur to such an 
extent that the conventional metaphor is often thought to be literally true. Ervas 
et al. (2018), after analyzing theirs and others’ research on the topic, claim that in 
the studies they examined, in virtue of the metaphors with them, “the majority 
of sentences with conventional metaphors [were] perceived as [literally] true, 
even though they [were] literally false.” 

Research on the target concepts of heat and energy, addressed above, pro-
vides additional evidence of these kinds of effects. Conventional metaphors, like 
those mentioned above, “map” heat and energy onto material substances. As a 
result, in those who have learned these concepts through such metaphors, heat 
and energy are metaphorically categorized as kinds of material substances, thus 
“inheriting” some properties of material substances, and in some cases being 
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misunderstood to be literally material substances. These effects manifest in how 
these concepts are spoken about (e.g. as mentioned in the quote above, using 
phrases like: “the molecule has kinetic energy…[and] heat was lost to the sur-
roundings” (Amin et al., 2018, emphases mine), and have implications for how 
they are thought about. (As addressed above, these metaphors seemingly con-
tributed to students assuming this material understanding of heat and/or energy 
when attempting to solve problems involving these concepts.) Thus, the target 
concepts involved in these metaphors (heat and energy) seem clearly affected 
by their metaphor associations with material source concepts, and these effects 
are perhaps even stronger because they are conventional metaphors.

Now, turning to (conventional) computational metaphors, the target con-
cepts would presumably “inherit” some properties of their corresponding 
source concepts: brain inheriting some properties of computer, our concept 
of memory inheriting some properties of RAM or external hard drives, and the 
process of information storage within them. Thus, the brain, cognition, and 
cognitive activities would unsurprisingly be seen as more computational. It is 
important to highlight that because computational metaphors are conventional 
it is not the case that they merely make salient pre-existing similarities between 
brains and computers, but rather that the brain is metaphorically categorized 
as a kind of computer. This effect is likely especially pronounced in the case of 
computational metaphors because not only are they conventional metaphors for 
the brain, they are by far the most common—in contrast to many of the concepts 
in the sciences addressed above, like energy, for which there are multiple com-
mon metaphors. This means that concepts like brain and memory are most often 
“inheriting” computational properties and not properties of other, potentially 
more embodied, metaphors for the brain. One upshot of this is then that the 
dominance of computational metaphors for the brain may lead the central con-
cepts themselves (e.g. brain, memory) to be seemingly more aligned with com-
putational as opposed to embodied theories of cognition. Circling back to §2.1, 
the phenomenon addressed in this section perhaps helps make further sense of 
the temptation to maintain that statements like “the brain is a computer” are lit-
erally true. While there may be other reasons behind attempting to maintain the 
literal status of such statements, some of which I addressed above, it is notable 
that many who employ these computational metaphors do take them to be liter-
ally true, and that this is a well-known effect of conventional metaphors. 

4.2 Effect on Other Metaphors 

In addition to affecting the content of their target concepts, metaphors also affect 
the cognitive availability of other metaphors—as Thibodeau and Durgin note, 
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metaphors “encourage the speaker to use, and prepare the listener to under-
stand, other metaphors that rely on the same mapping” (2008: 532). Roughly, 
when a certain metaphor is “activated” this affects the “cognitive availability” of 
other metaphors—in other words how easily these metaphors can be called to 
mind and thus how intuitive and automatic it is to use them. When a metaphor 
is activated, it increases the cognitive availability of other, related metaphors 
(those that rely on mappings between the same domains) and correspondingly, 
decreases the relative cognitive availability of metaphors that rely on differ-
ent mappings. The existence of metaphor families—sets of metaphors in which 
concepts from the same target domain are mapped onto other concepts from 
the same source domain—provides compelling evidence of this phenomenon 
(Lakoff & Johnson 2008; Thibodeau & Durgin 2008). Metaphor families form 
because conventional metaphors (those that are familiar) enable us to more 
easily understand and use novel (unfamiliar) metaphors that rely on similar 
mappings.

To see some of the effects of this, let’s return to Thibodeau and Boroditsky’s 
study (2011; 2013). After being presented with the “crime is a virus/beast” 
vignettes, subjects were asked open-ended questions including “how they would 
recommend solving [the fictional city] Addison’s crime problem.” (Thibodeau & 
Boroditsky 2011; 2013). Subjects’ responses were more likely to contain meta-
phors that belonged to the same metaphor family as the metaphor they were 
given in the vignette: those given the ‘crime is a beast’ vignette were more likely 
to mention things like ‘hunting down’ and ‘capturing’ in their responses, while 
those given the ‘crime is a virus’ vignette were more likely to mention things 
like ‘diagnosing’, ‘treating’, and ‘inoculating’ in their responses. Because of the 
metaphors that participants were initially given, they found it more natural to 
use metaphors that, while not explicitly mentioned in the vignette, were in the 
same metaphor family as those originally given to them (e.g. thinking of crime 
as a virus made more cognitively available by metaphors like “the city is a 
body” which thus prompted body-related metaphors to be preferred in some of 
the recommended solutions like “inoculating the city to further crime through 
education”).

As I’ve addressed above, the family of computational metaphors is ubiqui-
tous in how we think, write, and talk about cognition. According to the afore-
mentioned effects of metaphors, when metaphors in this family are activated, 
related metaphors become relatively more cognitively available while unrelated 
metaphors become relatively less cognitively available. This then means that 
using computational metaphors to address cognition may make other compu-
tational metaphors more readily spring to mind, seem more intuitive, apt, and 
thus more likely to be used. By the same token, it may make other metaphors for 
cognition, say those in-line with an embodied approach (e.g. “the brain/mind 
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is a muscle” or “the brain/mind is a garden”) less cognitively available, less 
intuitive, seemingly more ill-fitting or less apt, and thus less likely to be used. 
This effect is especially notable in the case of computational metaphors because 
they are the dominant metaphors for cognition. This means that the domination 
of computational metaphors may lead to an inherent friendliness towards fur-
ther metaphors that fit with a computational framework and inherent resistance 
towards those that do not.

4.3 Effect on Non-Metaphorical Statements 

Metaphors also tend to increase the cognitive accessibility and plausibility of 
non-metaphorical claims that fit with the metaphor and decrease that of those 
that don’t. For example, take Niebert and Gropengiesser’s (2015) study in which 
they looked at subjects who learned about myelin sheaths (layers formed around 
nerve cells that enable electrical impulses to travel along them) using the meta-
phor of a container (i.e., “myelin is a container for the nerve cells”). They found 
that it was easier for these subjects to make sense of (non-metaphorical) claims 
about functions that fit with the metaphor (e.g., “myelin sheaths protect the nerve 
cells”) and more difficult for them to make sense of claims about functions that 
did not (e.g., “myelin sheaths affect the signal speed of electrical impulses travel-
ing along nerve cells”). As one student explained, “I cannot imagine how myelin 
affects the traveling time of signals, it prevents ions from leaving the neuron. The 
distance a signal has to travel in the neuron is the same with or without myelin” 
(2015: 12, emphasis mine).

The authors propose that because subjects learned about myelin through the 
“myelin is a container” metaphor, this made it easier for them to understand 
and find plausible functions of myelin that made sense as being carried out by 
a container than it was for them to understand those that did not. For some, 
like the subject quoted above, this occurred to the extent that the functions that 
did not fit with the container metaphor were unimaginable. And these metaphor 
effects seem to be particularly strong when the metaphor in question plays a 
central role in one’s learning about the concept. According to some, this also has 
implications for argument evaluation.39

As discussed above, computational metaphors are ubiquitous and central 
to how we learn about and understand concepts like the brain and cognition. 
This may in turn contribute to people finding claims and theories about cogni-

39. Additionally, these effects have been found to not only impact the evaluation of state-
ments but also of entire arguments—for example, Glucksberg (2003) found that subjects are more 
likely to evaluate arguments as valid and sound when one of the premises contains a conventional 
metaphor.
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tion that fit with computational metaphors—most obviously, Computational 
theories of cognition—more understandable and perhaps more plausible than 
those that do not, e.g. Embodied Cognition theories. In some cases, this may 
even contribute to difficulty in fully conceptualizing these claims or theories 
that do not fit. We may see some of this “imaginative resistance” towards non-
computational theories often reflected in statements about Computationalism. 
For example, Van Gelder (1995: 346) remarks that “…one of the most influ-
ential arguments in favor of the computational view is the claim that there 
is simply no alternative. This is sometimes known as the ‘what else could it 
be?’ argument.” Here we see Van Gelder noting that a primary motivation for 
many in adopting a Computationalist theory of cognition is that this theory is, 
in some sense, the only imaginable theory of cognition. Of course, these effects 
of metaphor are not the only potential cause of such imaginative resistance; 
however, as I will address below, it is notable that in debates about theo-
ries of cognition, there are often expressions of strong imaginative resistance 
against embodied theories of cognition, and that this is a well-known effect of 
metaphors.

Bringing together the effects addressed above yields the following picture 
of computational metaphors and their purported impact on our understanding 
of cognition. Computational metaphors constitute a family of conventional, 
conceptual metaphors in which the brain and cognitive processes are mapped 
onto, and thus closely associated with and understood in terms of, comput-
ers and computational processes. These metaphors are ubiquitous and when 
activated may result in the following. Within the relevant target concepts (e.g., 
brain, memory, etc.), pre-existing attributes shared with computers and com-
putational processing may be more cognitively salient, and additional com-
putational attributes may also be “inherited”—resulting in the target concepts 
being understood as more computational. Additionally, other metaphors (e.g. 
memories are encoded) and non-metaphorical statements (e.g. perceptions are 
transduced into amodal, symbolic representations) about cognition that align 
with these concepts may become more cognitively available and thus be seen 
as more plausible and intuitive—and those that do not align may become less 
so.

4.4 Unnoticed & Misattributed Effects 

A final notable finding about the influence of computational metaphors is that 
people who experience these effects are often unaware of them as well as the 
fact that metaphors caused them and thus tend to misattribute these effects 
(Correia 2011; Ervas et al. 2018; Robins & Mayer 2000; Thibodeau & Boroditsky 
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2013).40 Relatedly, Glucksburg (2003) argues that metaphor comprehension is 
both automatic and unavoidable, in that people cannot ignore metaphors even 
when a literal interpretation makes sense in context—in such situations, they 
still experience measurable effects of metaphor. For example, in Thibodeau and 
Boroditsky’s study (2011; 2013) above, they found that although the majority of 
participants seemed to be impacted by the “crime as a virus/beast” vignettes 
they were presented with, most subjects were unaware of this impact. Many 
were even unaware of the mere presence of the metaphor in their vignettes—
and some were even unable to recall which metaphor they were given when 
asked. Because of this, when subjects in the study above were asked what 
informed their decision to favor the approaches that they did, the majority 
of subjects did not cite the metaphors or vignettes and instead cited things 
like the crime statistics (which all participants in both metaphor groups were 
given). In other words, a participant in the “virus” group might say that they 
selected reform-focused approaches to address the crime because they thought 
it justified by the crime statistics and other details presented to them—and a 
participant in the “beast” group would say the same thing, except maintaining 
that the same statistics and details instead justified an enforcement-focused 
approach.

Even more striking, metaphors that are very conventional—in other words, 
those that recur frequently in language, imagery, etc.—appear to become acti-
vated and influence judgments after only a single mention of the metaphor 
(Thibodeau & Boroditsky 2011), or sometimes in the absence of any mention at 
all. For example, in the absence of activation of these metaphors, words related 
to goodness are more quickly recognized when presented higher in vertical 
space (as opposed to lower), consistent with the metaphor “good is up” that 
we invoke when saying someone is “moving up in the world” or “rising to the 
top” (Meier & Robinson 2004). And objects are perceived to be more important 
when they are physically heavier, consistent with the metaphor heavy is impor-
tant we refer to when we speak of things “carrying weight” or “weighing us 
down” (Chandler et al. 2012). All of this highlights the ways in which meta-
phors can serve as “lenses” through which incoming information is filtered. The 
issue is not that we need or often use these “lenses” (clearly metaphors play an 
important conceptual role), that they impact how we “see things” (metaphors 
help scaffold understanding), nor that they are of a particular “color” (inevita-
bly, metaphors will have particular content)—instead the issue is that we (often) 
don’t even “see” that the “lenses” are there, instead attributing the effects of 
metaphor to the information we are taking in. 

40. Relatedly, as addressed above, whether someone experiences these effects of a metaphor 
does not depend on whether the person thinks that it is a metaphor. 
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Turning back to computational metaphors—the upshot of this is that, if com-
putational metaphors lead to effects like those sketched above, then those who 
experience these effects will likely be unaware of them and thus likely to misat-
tribute them—or fail to attribute them altogether.41 And again, this effect is also 
likely compounded by the fact that, as addressed above, computational meta-
phors provide much of the foundational theoretical vocabulary for discussing 
and thinking about the brain and cognition, thus it is even more difficult to rec-
ognize them as metaphors. However, if the effects of metaphors are “mandatory 
and automatic” then being unaware of the presence of computational metaphors 
or their status as metaphors does not exempt one from their cognitive effects. 

Bringing this together with the research above means that even though some-
one may think that: 1) computational metaphors are literal statements about cog-
nition; 2) computational metaphors just “fit” better with our understanding of 
the brain or are much more intuitive, plausible, or apt; 3) certain statements or 
arguments about cognitive capacities that “fit” with a computational framework 
are more plausible than those that don’t—the research presented above gives us 
strong reason to suspect that (1)-(3) may all in some measure be caused by compu-
tational metaphors, which at the very least ought to give them reason for increased 
skepticism towards these beliefs. Furthermore, they may also think 4) that they are 
unaffected by computational metaphors—and again, the current research on this 
topic should give them reason to hesitate. Roughly, computational metaphors—
along multiple dimensions—likely bias us towards a more Computationalist 
understanding of cognition and are also unlikely to register as the causes of this 
bias, especially, and ironically, on a Computationalist understanding of cognition. 

5. Implications for Embodied Cognition

In the previous section, I presented some key effects of metaphors and sketched 
how computational metaphors might impact our understanding of cognition 
through these effects. Now, I will articulate some of the potential implications 
of this for the understanding and evaluation of Embodied Cognition. In short, I 
will argue that if computational metaphors affect our understanding of cogni-
tion in the ways described above, then they bias us in favor of Computationalist 
theories of cognition, and thus against Embodied Cognition theories. I will then 
briefly address how this feature of Embodied Cognition—the fact that it is able 
to offer a satisfying account of some resistance against it—speaks in favor of its 
explanatory power.

41. There are also many other effects of metaphors that I did not have the space to address in 
depth here—including their impact on attention (Bowes & Katz 2015; Thibodeau et al. 2016) and 
memory (Katz & Taylor 2008; Perrott et al. 2005).
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As I addressed above, these effects of computational metaphors may result 
in the relevant target concepts (e.g. brain, cognition, memory) being more com-
putation-like; increased cognitive availability of other metaphors that use a similar 
mapping (of a cognitive process or function onto a computational process or 
function); and an increase in the plausibility of relevant non-metaphorical state-
ments that align with computational views (e.g. ‘concepts are constituted by 
amodal, context-independent, symbolic mental representations’). Consequently, 
because concepts like brain, cognition, and memory are more computation-
like they may be seemingly less amenable to the kinds of accounts provided 
by Embodied Cognition. Embodied metaphors for cognition will also be rela-
tively less cognitively available and thus intuitive, and non-metaphorical state-
ments expressing tenets of Embodied Cognition—specifically those that clash 
with a computational picture of the brain—will also seem relatively less plau-
sible, perhaps even less comprehensible. Insofar as computational metaphors 
provide much of the basic theoretical vocabulary for addressing cognition, they 
also provide much of the basic conceptual framework for understanding cogni-
tion—which, insofar as it is aligned with a computational picture of the brain is 
largely at odds with an embodied one. And this may plausibly lead to increased 
resistance against embodied theories of cognition and perhaps the strongest 
resistance against those that depart furthest from Classical Computationalism—
Radical Embodied Cognition, or enactive theories of cognition.  

There is, however, a lack of empirical research supporting such claims about 
these specific metaphors, but the empirical evidence of the effects of metaphors 
sketched above provides some support.42 Additionally, the following phe-
nomena may point in this direction. Notably, the use of embodiment-friendly 
metaphors for cognition (e.g., the brain/mind is a garden/plant, the brain is 
a muscle), in academic literature pales in comparison to that of computational 
metaphors—and when it does occur, it does so outside of work that specifically 
engages with the concepts of cognition and cognitive processing (in philoso-
phy, psychology, neuroscience, etc.). For example, the “brain/mind is a garden/
plant” (i.e. ideas are “seeds,” beliefs can be “deeply rooted,” etc.) metaphor, 
when it does appear, mostly does so in work on education and learning (Ahmady 
et al. 2016). Similarly, the “brain/mind is a muscle” metaphor (i.e. cognitive skills 
can be “strengthened,” one can be mentally “stretched” and experience mental 
“cramps,” etc.) is most likely to appear in work in education (Dweck 2008) as 
well as work in disciplines like dance and kinesiology (Rainer 1961).

Interestingly, certain statements made in opposition to Embodied Cogni-
tion also seem to signal the kind of intuitive rather than content-based resis-
tance—analogous to the examples above in which participants were less able to, 

42. See Finley (under review1, under review2) for more on this.
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or unable to, fully comprehend traits of myelin that didn’t comport with the con-
tainer metaphor they had used to learn about it. And this more intuitive resis-
tance is what we might expect to result from the lack of alignment between the 
claims of Embodied Cognition and computational metaphors for cognition. For 
example, Goldinger et al. (2016) claim that, 

for the vast majority of classic findings in cognitive science, embodied 
cognition offers no scientifically valuable insight. In most cases, the theory 
has no logical connections to the phenomena, other than some trivially true 
ideas. Beyond classic laboratory findings, embodiment theory is also un-
able to adequately address the basic experiences of cognitive life… [and 
continues to say of the regular everyday cognitive phenomena that] None 
can be plausibly explained, or even meaningfully addressed, by the prin-
ciples of Embodied Cognition.” (2016: 959–960 , emphases mine)

Claims like these—according to which Embodied Cognition offers nothing of 
value to our understanding of cognition—are characteristic of a certain strand 
of resistance to Embodied Cognition. However, of course, many of those who 
object to Embodied Cognition are nevertheless able to make sense of and rec-
ognize the value of some of its claims. In all of these instances, although we are 
unable to definitively prove the role of computational metaphors in motivating 
and shaping some of this resistance—the reasons given thus far give us strong 
reason to suspect that they do indeed play a role.

To be clear, I am not proposing that the influence and ubiquity of computa-
tional metaphors are the sole (or even the main) reason for resistance or objec-
tion to Embodied Cognition claims. Neither am I claiming that those who are 
impacted by computational metaphors in the ways sketched are unable to over-
come their influence in their reasoning about theories of cognition. However, 
I believe that the research highlighted above, combined with the ubiquity and 
foundational nature of computational metaphors for cognition makes it quite 
plausible that it plays some role—and that this role may be one that in some cases 
causes and in others amplifies resistance against embodied theories of cognition. 
Furthermore, based on the research highlighted above, we ought to be cautious 
about our ability to discern how much of a role they play. Recall that many of the 
effects of metaphors (effects on cognitive accessibility, comprehensibility, and 
plausibility) are likely to be unnoticed and misattributed to other causes—this 
could of course lead to metaphor-motivated resistance to Embodied Cognition 
being mistakenly solely attributed to a lack of plausibility or explanatory power 
of Embodied Cognition claims.

The implications of the potential effects of computational metaphors on 
our understanding of cognition, theories of cognition, and specifically Embod-
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ied Cognition are noteworthy for a couple of reasons. First, they are especially 
important to keep in mind and potentially nefarious because Embodied Cogni-
tion theories are relatively new theories of cognition compared to Computation-
alist theories. And the effects of conceptual metaphors are particularly germane 
to discussions in which one is pitting a theory like Computationalism, which 
is accompanied by conventional, well-entrenched, and foundational metaphors 
against newer theories, like Embodied Cognition—which lack such metaphor-
ical support. Because of the crucial role that metaphors play in learning and 
understanding, a lack of embodiment-friendly metaphors means that Embodied 
Cognition theories lack crucial tools to communicate the content and plausibility 
of their claims. This lack can undermine people’s ability to fully understand and 
appreciate the plausibility and explanatory power of Embodied Cognition, espe-
cially at the points that it is most radical and clearly opposed to Computational-
ist theories of cognition. Petrie & Oshlag attest to this when they say  that meta-
phors are “one of the central ways of leaping the epistemological chasm between 
old knowledge and radically new knowledge” (1993: 440). As does Amin who 
explains that an important, underappreciated “aspect of conceptual change is 
the revision of metaphorical mappings between source and target domains” 
(2018: 15). Development and intentional use of embodiment-friendly metaphors 
for cognition and cognitive processes is an overlooked but important way in 
which Embodied Cognition theorists could further make the case for Embod-
ied Cognition, which is especially important because of its relative novelty and 
degree of opposition to more entrenched theories of cognition. 

Second, insofar as these effects of computational metaphors are partially 
responsible for some of the resistance to Embodied Cognition, Embodied Cogni-
tion can provide a particularly compelling account of some of the resistance it 
faces. Despite this, discussions and defenses of Embodied Cognition have, thus 
far, failed to engage with or even note the potential role of (conceptual, embod-
ied) computational metaphors in debates about cognition. Ultimately, this may, 
ironically, come from a failure to fully appreciate some of the implications of 
Embodied Cognition—the direct and robust influence of sensorimotor states 
and processes on cognition through embodied, conceptual metaphors—on “the 
Embodied Cognition debate” itself. The presence and effects of computational 
metaphors are largely overlooked as a result of pervasive assumptions about 
cognition according to which concepts are not embodied, and the rational pro-
cesses we employ in argument evaluation aren’t susceptible to arational, embod-
ied influences like metaphors. Ironically, many of these assumptions are likely 
grounded in a computational view of the brain—according to which one takes in 
data and executes a set of specific programs or instructions to process it—which 
leaves little room for bounds or influences on this process that are not articula-
ble in terms of the incoming data, programs, or underlying machinery involved 
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in this processing. In contrast, these embodied influences are highlighted and 
accounted for in Embodied Cognition accounts of conceptual processing. In 
fact, these embodied mechanisms and the mechanisms by which they impact 
us, serve as clear instances of Embodied Cognition.43 In other words, some of 
the mechanisms highlighted by and uniquely accounted for by Embodied Cognition 
contribute to understanding and evaluation of, and ultimately resistance against 
Embodied Cognition. 

This ultimately contributes to the explanatory power of Embodied Cogni-
tion—insofar as it is able to explain the source of some of the resistance it faces 
as well as, relatedly, some of the apparent cognitive phenomena often cited as 
posing a particular challenge for it. Computational metaphors, insofar as they 
provide our main conceptual framework for understanding cognition, likely 
impact not just our understanding of cognition, but also our experience of our 
own cognition and cognitive processes. It may be the case that the way that 
we conceptualize, and seemingly experience, our own abstract thoughts—e.g. 
philosophical conceptualization and reasoning—as the kinds of things that are 
not amenable to explanation through embodied cognition is itself more deeply 
formed by our computational conceptual framework than we realize, and less 
dictated by the ‘raw form’ of such thoughts themselves. While of course, this 
does not fully undermine resistance against Embodied Cognition, it can serve 
to undermine or at least call into question some of its presumed force. Thus, 
in short, Embodied Cognition theorists ought to more often bring some of the 
implications of Embodied Cognition to bear on their explanations and defenses 
of Embodied Cognition, as I have done here, because they are uniquely well-
positioned to address and leverage this aspect of the debate. Furthermore, they 
also ought to be more intentional in their use of metaphors for cognition and in 
developing and utilizing embodiment-friendly metaphors for cognition because 
of their relationship to the underlying conceptual framework(s) in play.

Conclusion

In summary, I articulated the picture of conceptual processing presented by 
Embodied Cognition theorists—focusing specifically on the role of conceptual 
metaphors—and then drew on this to argue for the centrality of conceptual and 
embodied metaphors in computational statements. I then demonstrated how 
these computational metaphors may shape and ultimately bias how we under-

43. And a more general advantage of embodied cognition accounts may be that it can pro-
vide more of an account of intuitive resistance to arguments. Additionally, note that even the 
presumed distinction between “rational” and “arational” (or embodied) influences on cognition is 
challenged by Embodied Cognition.
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stand cognition and evaluate Embodied Cognition theories. In doing so, I have 
not taken the standard approach of defending Embodied Cognition from spe-
cific content-focused objections; rather, I have focused on providing an account 
of some of the intuition-based resistance that it faces. Insofar as we take Embod-
ied Cognition’s claims of embodied influence on both our cognition and our 
understanding of cognition seriously, we ought to address the potential for these 
influences to animate and inform various components of the ‘Embodied Cogni-
tion debate’. Additionally, the effects of embodied metaphors on philosophical 
reasoning overall are woefully underappreciated and under-investigated—thus 
this is an area in which Embodied Cognition can draw attention to and pro-
vide compelling accounts of the arational and often unnoticed influences on 
cognition. 
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