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Abstract

Researching video-on-demand (VoD) services is notoriously challenging as these 
platforms maintain tight and strategic control over consumption data. To address 
this barrier, this chapter explores data donations as an innovative method for 
accessing real-world viewing data, made possible by the General Data Protection 
Regulation (GDPR) in the European Union. Under the GDPR, individuals can 
request their personal data from platforms like Netflix and voluntarily share it 
for research purposes. Using data donations from 126 respondents, we analyze 
51,635 individual interactions with TV shows on Netflix in 2023, structured 
into 10,519 viewing sessions. We use the dataset to explore three widespread 
myths in VoD research: binge-watching, popularity, and diversity. Through this 
exploratory study, we demonstrate the potential of data donations for empirical 
VoD studies, discuss how to facilitate ethical and secure data donations, and 
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reflect on key challenges, such as low participation rates, messy and incomplete 
datasets, and issues of sample representativeness.

Keywords: Data donations, Netflix, Computational methods, Myths, Binge-
watching, Popularity, Diversity.

Introduction
Researching video-on-demand (VoD) services is notoriously difficult as these platforms 
maintain strict and strategic control over consumption data, limiting insights into audience 
behavior and content popularity. This lack of transparency enables them to highlight suc-
cesses without scrutiny while keeping failures hidden from public view.2 Facing pressure 
from partners and creators, Netflix has started sharing more data, including weekly top ten 
lists, most popular lists, and a biannual engagement report. Historically, the company has 
resisted third-party audience measurement, but with the launch of its ad-supported tier, it 
has now also partnered with measurement companies in various countries, providing greater 
insights. However, despite these efforts, our understanding of VoD consumption remains 
limited, with audience data highly controlled by the services themselves, leaving us with little 
ability to challenge or verify their claims.

In academia, most research on television in the digital age has focused on industries, tech-
nologies, or content rather than on audiences, prompting calls for a revival of audience stud-
ies.3 In VoD research specifically, the focus has primarily been on analyzing content catalogs4 
and platform interfaces.5 Although several studies examine VoD audiences in terms of media 
choice, interface navigation, and algorithmic engagement, researching media consumption 
remains challenging due to restricted data access. To overcome this limitation, researchers 
have employed various methods, including self-reported data from interviews and surveys, 
observational studies, and analysis of selectively released data from Netflix. The use of actual 
interaction data in VoD research remains uncommon. While some studies have employed 
browser extensions to collect such data, these efforts typically involve only a small number 
of participants over short time periods. A promising solution to data access challenges lies 
in the ability of European citizens to retrieve their personal data. Under the General Data 
Protection Regulation (GDPR), individuals have the right to request their personal data from 
data processors, including global VoD services. Building on this, data donation projects invite 
individuals to voluntarily share their data for research purposes, offering new opportunities 
to VoD audience research into media consumption.

This chapter explores data donations as a valuable method to study media consumption pat-
terns on VoD services.6 First, we identify and examine the problem of data access that data 
donations aim to address in VoD research. Next, we reflect on how to facilitate ethical and 
secure data donations and reflect on key challenges, such as low participation rates, messy 
and incomplete datasets, and issues of sample representativeness. Then, drawing on data 
donations from 126 respondents, we analyze 51,635 individual interactions with TV shows on 
Netflix in 2023, structured into 10,519 viewing sessions. More specifically, we use this data-
set to explore three prevalent myths in Netflix research–binge-watching, popularity, and 
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diversity–demonstrating the potential of data donations for VoD studies. Finally, we consider 
the broader implications of this method for understanding VoD services and propose direc-
tions for its future application.

Data Donations as a Means to Study Audience 
Consumption
Unlike traditional broadcast television, which relies on audience samples to generate met-
rics, VoD services such as Netflix have access to comprehensive interaction data across 
its platform. However, Netflix has historically been reluctant to share insights into user 
consumption. Wayne highlights a shift from an anti-transparency policy to selective data 
releases beginning in late 2018,7 noting that “the absence of standardized audience metrics 
allows each SVoD platform to define popularity in ways that benefit them most.”8 While data 
availability has improved over time, particularly with the introduction of Netflix’s biannual 
What We Watched: Netflix Engagement Reports, the company’s approach remains strategic. 
Rather than fostering genuine transparency, Netflix appears to have adopted a performative 
or phatic data policy–releasing information primarily for appearances rather than genuine 
transparency.9 The engagement reports lack the granularity needed for meaningful insights 
into title performance or viewer consumption patterns. This new approach allows the com-
pany to claim openness while providing little substance for critical analysis.

Despite challenges of access to data, researchers have adopted various methods to investi-
gate media consumption on VoD services, each with its own strengths and limitations. One 
approach involves analyzing selective data and indirect measures, such as the top ten fea-
ture.10 While this feature has numerous limitations as a source of audience data, scholars 
have effectively used it to generate valuable insights. For instance, Wayne and Ribke lever-
aged the top ten to demonstrate that the relationship between audiences and diverse con-
tent is more complex than industrial narratives suggest.

Other methods such as interviews and surveys rely on self-reported viewing data. Research 
by Frey and also Johnson et al. highlights the value of such empirical data, challenging the 
industry’s claim that recommender systems heavily dictate audience choices.11 Another 
example is the European Audiovisual Observatory 2022–2023 report, which provides insights 
into subscription VoD usage across the European Union (EU), offering a more detailed per-
spective on viewing behavior.12 This report was based on surveys of statistically representa-
tive households in the given country but covered only a limited selection of content from the 
SVoD catalogs. It did reveal that VoD usage in Europe is concentrated in terms of services, 
genres, and recent films but also that European works account for 30 percent of viewing 
time. While certainly interesting and useful, there are many known potential inaccuracies of 
self-reported data.13

Methods for trace data collection include data donations and tracking. As explained by Ohme 
et al., they offer significant advantages.14 Data donations rely on direct collaboration with 
users, allowing researchers to supplement with additional information, such as interviews or 
surveys, while also ensuring meaningful informed consent. Unlike self-reported data, they 
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avoid issues such as social desirability bias15 and provide more accurate data.16 However, 
while unobtrusive for users, these methods require skills to build tools and infrastructures 
and are designed for specific research questions.17 An example of tracking is a study by Cas-
tro et al., which used a browser extension to log user interactions and examine binge-watch-
ing behavior.18 While fruitful insights on binge-watching were produced, their study was 
limited to eleven participants over a 10-day period, raising questions about representative-
ness. Another study by Thurman et al. utilized data from Broadcasters’ Audience Research 
Board (BARB).19 BARB collects device-based census data on broadcaster video-on-demand 
(BVoD) in the United Kingdom, tracking people when watching content on tablets, laptops, 
or smartphones. The study explored user control and agency by analyzing the characteris-
tics of television programs and minutes of viewing for BBC Three programming on iPlayer 
compared to linear television. A limitation of their method is that they work with aggregate 
rather than individual-level viewing data.

Leveraging the Right to Data Access of VoD Users

Data donations is a promising new method for accessing digital traces that has recently 
emerged and is facilitated by the 2018 GDPR in the EU and United Kingdom. The GDPR 
grants individuals the right to access their collected data and the right to data portability.20 
In recent years, various jurisdictions worldwide have introduced legislation that grants sim-
ilar rights.21 As a result of this legislation, all data processing entities are required to provide 
their data subjects a digital copy of their personal data upon request. This legislation applies 
to large online platforms such as Facebook, TikTok, YouTube, and Google, but also all VoD 
services. These digital copies typically come in the form of .zip files containing various file 
types, such as .json, .csv, or .txt files, and potentially also image and video files depending 
on the nature of the platform, which are commonly referred to as Data Download Packages 
(DDPs). While data donations face challenges with participation rates, it offers key advan-
tages, such as the ability to collect data retrospectively and across multiple devices.22

How VoD services handle data access requests in practice varies substantially. Some plat-
forms have fully automated data request procedures for their users, as is the case for global 
VoDs such as Netflix and Amazon Prime. With a single click of a request button, users receive 
a file in their inbox within 30 days, containing a copy of their personal data collected by the 
processor. In contrast, other VoD services require that their users send a letter or an e-mail 
to their privacy officer. We typically see this for VoDs that serve a local market, such as NPO 
Start or Videoland in the Netherlands. This is likely due to their scale, resulting in less need 
to invest in an automating process. While data donations are exciting in theory, in prac-
tice, platforms do not always fully comply with data access legislation. Moreover, there are 
sometimes issues such as unclear data access procedures, incomplete DDPs, and ambiguity 
regarding what the data in the DDPs exactly represent.23

Privacy Preserving Collection of VoD Users’ Digital Trace Data

Since data donation relies on legislation that only exists since 2018, it is a relatively new 
approach for data collection. First studies that made use of data donation asked participants 
to share their complete DDPs. An example is Project AWeSome, which collected complete 



207

Media Industries 12.1 (2025)

Instagram DDPs to investigate the relationship between adolescent well-being and social 
media use.24 Another example is a study which examined musical preferences by analyz-
ing data donated by Facebook users. However, an important challenge was that the DDPs 
collected contained a lot of sensitive data, not only of the research participants but also 
of their contacts who did not give consent. To address this issue, data donation studies 
were designed so that participants either visited a research facility, where they immediately 
applied a de-identification procedure to the Facebook DDPs they received, or participated 
online, where the de-identification process was carried out immediately after receiving the 
DDPs.25

The presence of sensitive data in DDPs poses significant challenges. First, participants may 
be hesitant to share this information. Second, not all data contained in a DDP is typically 
needed to answer a specific research question. Sensitive data can also be present in DDPs 
from VoD services. This includes direct identifiers such as names, email addresses, and IP 
addresses. Additionally, user profiles may indirectly disclose household or family structures, 
while viewing histories and preferences could reveal special category information such as 
sexual orientation, religion, or political preferences. To tackle issues of sensitive data, Boe-
schoten et al. developed an alternative workflow.26 It consists of the following steps for a 
research participant:

1.	 The participant requests their personal DDP at the platform that is of interest to the 
research project.

2.	 Once the DDP is ready, the participant downloads and stores the DDP on their own 
personal device.

3.	 The participant then visits a website that is built specifically for the research project.

4.	 The participant opens the DDP via the website, where a local processing step takes 
place. This means that only the features of interest to the research project are extracted 
from the DDP.

5.	 The extracted features are shown on the screen to the participant, and the participant 
can here decide whether they want to share these features with the research project. 
They can also decline to share the extracted features.

Only after the participant consents to sharing the extracted features (step 5) are these data 
sent to a secure storage location that can be accessed by the researchers of the project.

Multiple software tools exist that facilitate the conduct of a data donation study. For instance, 
the tool OSD2F27 allows for the donation of .json files while locally removing various iden-
tifiers. It has been used to collect Facebook, Instagram, Twitter/X, and YouTube data to 
understand digital news use,28 and in a study that collected Google Browsing, Searching, 
and YouTube histories to understand media consumption behavior.29 Alternatively, the tool 
Designerly Data Donation30 focuses on data visualization and was used for data collection 
from menstrual tracking apps31 and Google Assistant.32 Both tools focus on understanding 
how users perceive the intimacy of such data. The Data Donation Module33 tool, in turn, 
facilitates a graphical user interface to prepare data donation studies and has been used for 
example, for collecting Google search histories to understand what participants search in 
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relation to upcoming political referenda.34 Additionally, the tool Port offers researchers the 
flexibility to design studies that collect various types of data from any platform that complies 
with GDPR.35 Port has supported several studies, including the following:

•	 Collecting WhatsApp data to understand the fundamental structural properties of the 
WhatsApp network.36

•	 Gathering Google Semantic History, Samsung Health, and iHealth data to understand 
the physical activity levels of older adults.37

• 	 Investigating the relationship between YouTube media consumption and voting behav-
ior in the 2023 Dutch general elections.38

As discussed shortly, Port is also what we used for our Netflix study.

Importantly, while people can donate their data, they are not always willing to do so. Numer-
ous studies have focused on what types of participants are inclined and also able to suc-
cessfully donate their data for research. For example, a study that collected WhatsApp data 
donations in the LISS panel, a probability-based panel in the Netherlands, found that younger 
and higher educated users are more likely to donate.39 Similar conclusions were drawn by 
a vignette study on hypothetical willingness of data donation in the probability-based Ger-
man Internet Panel.40 In addition, a study with participants from an online panel company 
concluded that participants with higher digital literacy skills were more likely to donate in a 
study with participants from an online panel company.41

Finding Participants to Donate Their Data

Data donation is a user-centric approach to collect digital trace data,42 meaning that users 
need to be actively recruited to participate and guided through the process to share their 
personal digital traces. In practice, participant recruitment and guidance can be organized in 
different ways. In recent data donation studies, two main approaches can be distinguished: 
a fully online approach or a more personalized approach. In fully online approaches, partici-
pants receive an invitation to an online system for data donations and are guided through the 
process via instructions in their web browser. This approach must accommodate a diverse 
range of participants with varying backgrounds, device types, operating systems, language 
settings, and levels of familiarity with the service being studied.

For studies with a more qualitative focus and/or where researchers have the resources to 
provide direct support, a personalized approach can be beneficial. Setting up a physical lab 
environment, conducting on-site visits (e.g., at schools), or offering individualized assistance 
(e.g., through Zoom meetings) allows researchers to explain the procedure and to provide 
real-time troubleshooting. In such cases, it is common practice to compensate participants 
for their time, which is often done by monetary reimbursements.

When the goal of the research is to make inferences about a certain population or conduct 
experiments, researchers typically aim to collect data donations from over one hundred par-
ticipants. In such cases, they often collaborate with panels such as the LISS panel43 or com-
mercial panels like Ipsos I&O. Alternatively, opt-in panels such as Prolific can be used. The 
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costs associated with different panels and the incentives offered to participants can vary 
significantly due to cultural differences. Which approach is most suitable depends on the 
purpose of the study, the financial means, and capacity in terms of support staff.

Exploring VoD Myths
This chapter explores how data donations can help scrutinize three prevalent Netflix myths: 
binge-watching, popularity, and diversity. As explored elsewhere,44 Netflix perpetuates myths 
and controls the narrative over its service, limiting our understanding of the object, and its 
alleged disruptive impacts. These Barthesian myths are presented as facts that require no 
further scrutiny. For our exploratory study, we applied the data donations workflow devel-
oped by Boeschoeten et al.45

In collaboration with panel recruitment company Ipsos I&O, a survey on Netflix usage was 
sent to 401 participants in the Netherlands.46 After completing the survey, they were asked to 
share their Netflix DDPs via Port. In total, 126 respondents out of 401 donated their Netflix data 
(31.4 percent).47 The 126 respondents’ ages range from 18 to 71 years, with an average age of 
41.9 years. A majority (61.1 percent) identified as male, while 38.9 percent identified as female. 
The high dropout rate is likely due to the numerous steps participants were required to com-
plete, a pattern also observed in a previous study.48 There were, furthermore, multiple weeks 
between the invitation email (including the survey) and the actual data donation step. Also, 
participants had to wait several hours to a couple of days before their Netflix data were ready 
for downloading. Although the process was complex, we took several measures to minimize 
dropout. For example, we used B1-level language in the step-by-step instructions and included 
visualizations to guide participants through the data access request and donation procedure. 
Additionally, we ensured that the panel recruitment helpdesk was available for support.

The Netflix DDPs primarily include data on watching behavior, where individual users’ inter-
actions with content items are tracked (Figure 1; what title they clicked on, when they clicked 
on it, how long they watched it, and from what device). While these data points already 
enable various exploratory analyses, the data needed to be further enriched to examine the 
three myths. For starters, watched titles were categorized into TV shows and other genres 
(movies, documentaries, etc.) using additional datasets that included a correct categoriza-
tion of each item. Since Netflix tracks specific episodes as titles (e.g., Jane the Virgin, Season 
3: Episode 56), episodes belonging to the same TV show were labeled as such in a new col-
umn (e.g., to be able to see how many unique shows are in the dataset). Relatedly, trailers and 
teasers were excluded from the dataset.

Furthermore, the average total runtime per episode of TV shows was included to then calcu-
late when an interaction could be considered a completed viewing based on the percentage 
watched in one interaction (using a 70 percent threshold). This information was added by 
enriching the dataset with external sources such as IMDb or Wikipedia. Eventually, these 
data points provided the basis for assigning each interaction to specific sessions, defined as a 
sequence of interactions within a specific timeframe. This, in turn, enabled the identification 
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and filtering of binge-sessions using thresholds (i.e., number of items completely watched 
within a session). Additionally, to analyze the diversity of watched content in our dataset, 
details about each unique TV show, including the country (or countries) of production, were 
included. The final dataset consists of 51,635 individual interactions with TV shows on Netflix 
in 2023, which were organized into 10,519 viewing sessions.

Myth 1: Binge-Watching

In 2013, Netflix commissioned an online survey by Harris Interactive, involving nearly 1,500 TV 
streamers. The survey found that binge-watching was common, with 61 percent of respond-
ents reporting that they regularly binge-watch, defined in this context as viewing two–six 
episodes of the same show in one sitting.49 Netflix subsequently framed binge-watching as “the 
new normal.”50 Wayne observes that Netflix frequently promotes binge-viewing as a preferred 
mode of audience behavior, positioning it as an improvement over traditional television’s live 
broadcasts and linear scheduling.51 But how common is binge-watching in practice?52

This is where data donations become useful. Yet even then, since there is no consistent defi-
nition of binge-watching, the answer remains far from straightforward.53 Pierce-Grove notes 
how discussions about binge-watching frequently highlight the number of episodes viewed 
rather than the total duration (e.g., minutes or hours) spent watching.54 It has been found 
that most definitions focus on the number of episodes watched in a single sitting.55 For our 
analysis, we stipulated that for a session to be considered a binge, it must

Figure 1  From Data Donations to Dataset.
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•	 have at least 3 watched items, with at least X of them marked as fully watched (at least 
70 percent viewed of the total runtime);

• 	 consist mostly of episodes from the same show, meaning that more than 50 percent of 
the items in the session come from a single show.

Table 1 presents our analysis of binge-watching based on the data donations, showing the 
proportion of respondents who binge-watched (or not) at some point during the data collec-
tion period. Here, we can see that 92 percent of participants would qualify as binge-viewers 
if we define binge-viewing as watching two complete episodes within a single session. The 
results also show how adapting that threshold changes the proportion of the population that 
are classified as binge-watchers. Harking back to Netflix’s 2013 commissioned survey, we 
find that, over a decade later, actually more people seem to engage in binge-watching. Even 
with a threshold of five episodes, more than half of the users have engaged in such viewing 
activity. When looking at the percentage of total sessions, however, there is a sharp decline 
as the threshold increases, indicating that while binge-watching is popular (number of users) 
and rather common (in terms of frequency), “extreme” binge-watching is relatively rare and 
certainly not the norm. In the end, most sessions constitute non-binge-watching behavior 
(over at least 67 percent).

Myth 2: Popularity

The concept of popularity has long been central to television analysis in cultural studies, yet 
researching the cultural power of VoD services and their content is challenging due to the 
lack of available consumption data.57 As Wayne states:

whatever shared sense of collective audience-hood was discursively produced by widely accepted 
albeit thoroughly flawed ratings systems like Nielsen is being replaced by the industrial discourses 
associated with black-box audience data within which claims of popularity and cultural significance 
cannot be substantively challenged.58

Compounding this problem, Netflix’s method for calculating a “view” has changed over the 
years, which has had implications for how popularity is understood and what content is popu-
lar. Initially, viewing a title meant completing 70 percent of its total runtime. However, in 2020, 
the company changed its definition: A view was now considered as watching just 2 minutes of 

Table 1  Comparing definitions: changing the threshold .56

Two watched 
items

Three 
watched items

Four watched 
items

Five watched 
items

Six watched 
items

No. of users 116 (92%) 108 (86%) 88 (70%) 69 (55%) 53 (42%)

Percent of binge 
sessions in total sessions

32.2% 14.8% 8% 4.7% 2.8%

Percent that are  
non-binge sessions

67.8% 85.2% 92% 95.3% 97.2%
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a title. This decision conveniently increased their average viewership by 35 percent compared 
to the previous metric.59 In 2023, the definition of a view changed once again. It was calcu-
lated as the total hours viewed divided by the total runtime. According to Netflix, this method 
“offer[ed] a more easily comprehended number to represent popularity and also helps level 
the playing field for shows and films with shorter running times.”60 However, it also includes 
repeat views, which inflates viewership figures. As Mittell explains, Netflix profits more from 
perceived popularity, linked to attracting subscribers, than from actual viewer numbers.61

To determine what TV shows were popular among Netflix viewers in the Netherlands in 
2023, we first identified the number of unique titles and calculated how many unique users 
watched these. In this way, it becomes possible to detect TV shows that seem to be watched 
by a relatively large share of unique users and what titles receive less attention. In total, users 
engaged with 1,196 different TV shows. This also includes interactions where users watched 
only a fraction of an episode. When considering only interactions where viewers completed 
at least one episode, this number drops to 779 unique titles, accounting for 65.2 percent of 
all TV shows. This number suggests that in circa 35 percent of cases, users started episodes 
but did not complete them, likely reflecting browsing behavior. When focusing on TV shows 
where users watched complete episodes, the analysis reveals a typical long-tail distribution 
(Figure 2).

Table 2 highlights the top 10 TV shows, ranked by the number of unique users who watched 
full episodes. The Night Agent emerges as the most-watched show of 2023, with forty-five 

Figure 2  Long-Tail Distribution of Number of Users per TV Show.
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unique viewers, representing 37 percent of all users in the dataset. Other top titles such 
as Lupin or Sex Education attract around 25 percent of unique users. However, only seven 
shows (0.8 percent of all unique titles) attract at least 20 percent of all users. Expanding the 
lens to the top twenty titles reveals a sharp drop-off, with many TV shows watched by fewer 
than 20 percent of all users. So, while the top twenty shows represent a large portion of our 
participants’ attention, there are signs of fragmentation in viewership. Still, 113 unique users 
(92 percent) watched one of the top twenty shows.

Examining the long-tail, we find that 86 percent of all unique TV shows have fewer than 
five unique viewers, while over 52 percent are watched by just a single unique viewer. This 
suggests that most TV shows are consumed by very small groups of unique users or even 
individual viewers. However, engagement with titles in the long-tail is not limited to just a 
few unique users. On the contrary, 91 percent of all unique users watch shows in the long-
tail. This indicates that most users also watch TV shows that are not widely popular based on 
audience share. In other words, many users watch both popular and “niche” content.

These observations are further supported when visualizing titles and users in network graphs 
(Figures 3–5). Each circle (node) represents a show title and a unique user. The larger a cir-
cle, the more users watch that title (indicated by an edge). Only show title nodes can differ 
in size based on how many users are connected to it. For example, a title such as The Night 
Agent is noticeably larger than others, due to the relatively high number of unique users who 
watched it. Accordingly, users are connected through the shows that they watch. Figure 3 
shows the network graph for all shows, regardless of how many users watch them (but at 
least one). There is a dense cluster in the center, with several shows as large nodes, under-
scoring their prominence. However, the graph also indicates that many shows are watched 
by few or even only single users at the periphery of the graph (Figure 4). The colors in the 
visualization mark communities, clustered based on similar content consumption, identified 
via the modularity class algorithm in Gephi. TV shows that serve as a link between multiple 
user clusters can appear in multiple communities.

Table 2  Top 10 TV Shows Based on Unique Users

Show name Unique users Percent of all unique users

The Night Agent 45 36.8

Lupin 32 26.2

Sex Education 31 25.4

The Crown 29 23.7

Liebes Kind 27 22.1

You 26 21.3

Who Is Erin Carter? 25 20.4

Knokke Off 24 19.6

Black Mirror 24 19.6

Manifest 23 18.8
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Figure 4  Example of Watched Shows Unique to a Single User.

Figure 3  Network of All Watched Shows and Users, No Threshold.
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The size and complexity of the network graph change noticeably when the threshold for 
including show titles–based on the number of unique users watching them–is increased. 
For example, the number of nodes for show titles drops from 779 to 239 (30 percent) 
when including only shows that have at least five unique users who watched them. It 
drops down even further to 105 show titles (13 percent) with a threshold of ten unique 
users (Figure 5).

These exploratory analyses illustrate potential applications of similar methods to identify 
and investigate matters such as taste communities, content popularity, or diversity of con-
tent consumption.

Figure 5  Network of All Watched Shows and Users, Minimum of Ten Users per Show (User IDs Removed).
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Myth 3: Diversity

In the EU, the Audiovisual Media Services Directive (AVMSD) aims to promote cultural diver-
sity by requiring global VoD services such as Netflix to include at least 30 percent European 
content in their catalogs and ensure these titles are prominently featured. While the quota 
system is intended to support local productions, there have been concerns that these con-
tent quotas lead to “quota quickies”–low-quality filler content that fails to attract viewers.62 
Moreover, local content may be in the interest of these services. Theories of cultural proxim-
ity, originally developed to explain transnational television consumption, suggest that audi-
ences tend to prefer content that is familiar to them in terms of language, cultural references, 
and ethnic appearance.63 However, whether this preference still applies to VoD services is 
unclear.64 In the meanwhile, Netflix uses its branding of diversity to appeal to transnational 
audiences.65 As Ted Sarandos has repeatedly stated in interviews: “We’re entering into a new 
era now where content and great stories can come from almost anywhere in the world.”66

While numerous studies have examined Netflix in terms of catalog composition and prom-
inence/discoverability of European titles, a key question remains: Are users watching 
European content? The earlier mentioned 2022–2023 report by the European Audiovisual 
Observatory gives some useful clues.67 Based on survey data and covering a selection of 
titles, their findings suggest that 62 percent of television viewing time in the Netherlands 
is spent on US productions, followed by 11 percent on UK content. Additionally, it observed 
that the share of EU-produced TV content in viewing time (29 percent) roughly aligned with 
its share in the catalog (33 percent). Data donations provide valuable insights into the role of 
European content while also offering a broad perspective on consumption diversity.

Our dataset included 1,170 unique TV shows from 104 different production countries. Nota-
bly, 46 percent of all titles were produced–or co-produced–by the United States (Table 3). 
With considerable distance, this is followed by the United Kingdom (11 percent) and South 
Korea (5.3 percent). Content from the Netherlands accounts for only 2 percent of all titles 
watched by users in 2023.

Table 3  Productions Watched By Netflix Users By Country.

Country Number of productions Percent of TV shows

United States 546 46.6

United Kingdom 133 11.3

South Korea 70 5.9

Spain 63 5.3

France 60 5.1

Japan 52 4.4

Canada 47 4.0

Germany 46 3.9

Australia 28 2.3

Netherlands 24 2.0
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These findings suggest that anglophone productions also dominate the consumed content 
catalog in our dataset. However, when clustering the production countries into regions, 31 
percent of all titles have a European origin (Figure 6).68 Asian productions are in the third 
place, accounting for circa 10 percent of all content and spearheaded by South Korea and 
Japan. Productions from the Middle East and Africa are only a fraction of the catalog (1.5 per-
cent and 0.9 percent, respectively).

While the catalog of consumed shows seems biased toward productions from North Amer-
ica, further exploring what TV titles users interact with implies that underrepresentation of 
production countries does not mean less engagement per se. Table 4 shows the number of 
unique users watching content from different countries, in this case the top 10 based on user 
counts.

While anglophone titles appear very popular, a considerable proportion of unique users also 
engage with Dutch content: 55 percent of them check Dutch titles at least once, with 36 per-
cent watching at least one full episode of Dutch TV shows. So, while Dutch titles are only a 
small fraction of the catalog, they attract over half of all unique users in the dataset. The vis-
ible presence of South Korean and Spanish content in the top 10 shows that Dutch audiences 
are open to non-anglophone titles, aligning with trends seen in the success of K-dramas and 
Spanish-language series.

Taken together, these findings indicate that anglophone productions dominate the consumed 
TV show catalog on Netflix in the Netherlands–at least among our participants. However, 
this does not mean that quantitatively less represented local and regional productions are 
irrelevant, as engagement with them remains significant. While concerns of US dominance 

Figure 6  Production Countries Into Regions.
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and cultural imperialism are not unwarranted, a substantial amount of content from other 
countries is also being consumed. While we don’t know if and how these productions are 
featured on the platform, users are discovering and engaging with them.

Conclusions
In this chapter, we highlighted how the VoD industry’s secrecy surrounding audience data 
has hindered researchers from critically evaluating its claims. First, we introduced data 
donations as a valuable method for collecting digital trace data within the context of VoD 
research. Here, we reflected on both the benefits and limitations of this form of data collec-
tion, introduced the ways of setting up studies that are ethically sound with informed con-
sent, and discussed challenges in participant recruitment and the need for compensation in 
return for their labor.

	 Second, we zoomed-in on an exploratory study we conducted on Netflix data dona-
tions to illustrate the potentials of access to such data. We used 126 DDPs to briefly reflect 
on binge-watching, popularity, and consumption diversity. These, we argue, are all Netflix 
myths–narratives that have circulated and been accepted as facts without critical evaluation. 
While the Netflix DDPs provided the necessary empirical basis for our subsequent analyses, 
it also revealed the need for enriching the donated data with additional information (e.g., 
genres and production countries) from other sources. This is a complex and laborious task 
that often combines automated matching of different datasets and manual input for enrich-
ing data.

As demonstrated, having empirical data from data donations allows for talking back to some 
key assumptions about VoD services driven by the industry and reproduced in media and 
academic publications. To sum up the key insights, (1) binge-watching is a common behavior 

Table 4  Number of Unique Users Watching Content 
From Different Countries.

Country Unique users Percent of all users

United States 124 98.4

United Kingdom 117 92.8

France 73 57.9

Netherlands 70 55.5

Germany 68 53.9

Canada 54 42.8

Belgium 53 42.0

South Korea 52 41.2

Spain 50 39.7

Australia 47 37.3
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but appears less extreme than myths make it seem. Importantly, binge-watching does not 
appear to be the “norm,” as most interactions do not fall in this category. (2) Concerning pop-
ularity, a few shows (mostly Netflix Originals) attract the largest share of unique users, with 
most titles falling into the long-tail; still, users in our dataset watch both popular and niche 
content. There are indicators for noticeable audience fragmentation, possibly shaped by the 
platform’s personalization-centered recommender system, but more research is needed 
here. (3) In regard to popularity, US and other anglophone productions clearly dominate the 
content catalog and are widely consumed by the vast majority of users; however, European 
and local productions (in the present case, Dutch ones) are watched by a considerable share 
of unique users. In this sense, it can be stated that proportions do matter to some extent, but 
that does not mean that productions from less represented countries are rendered invisible.

Data donations offer scholars new opportunities to explore the cultural power and global 
flow of content on VoD services. These matters can be explored both synchronically–com-
paring different services–and diachronically–by tracking developments over time. In all 
these approaches, it is essential to contextualize the data within broader socioeconomic, 
technological, and policy frameworks. Moreover, it could help empirical research on VoDs 
out of its siloes by enabling much-needed studies that examine the interplay among cata-
logs, interfaces, and audiences.69

Ultimately, data donations provide a useful workaround to VoD’s reluctance to share data 
for academic research. However, this approach also creates new inequalities–not only in 
the skills and infrastructural resources required but also in its applicability for different VoD 
services. While large global VoDs enable quicker access to DDPs, smaller local platforms 
often remain inaccessible and overlooked. Additionally, access varies by country; some grant 
citizens access to their personal data, while many still do not. While innovation in research 
methods is crucial for studying VoD services, so is advocating for access to digital trace data 
and defending academic freedom.
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