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Distinguishing Biological Trends from Adaptation

Lucas John Mix∗

Models of evolution commonly decompose change into deterministic and stochastic com-
ponents. Different models, however, produce different concepts of signal and noise. Ex-
cursion tests correct for two distinct types of noise, sampling error and phenotypic drift,
resulting in two distinct types of signal or trend. A minimal trend is a signal of historical
change after correcting for sampling error; a directed trend is a model dependent measure
of confidence that selection has occurred (correcting for both sampling error and drift).
The history of random walks and excursion tests in paleobiology highlights the conceptual
middle ground between historical pattern and underlying processes. In paleobiology, both
minimal and directed trends reflect a causally agnostic, trait-level product of evolutionary
and environmental processes. Directed trends provide evidence for directional causes, but
the identity and relative strength of those causes requires a deeper understanding. Thus,
the magnitude of minimal and directed trends should not be interpreted as the strength of
selection for a specified trait. They can be a useful stepping stone in that direction when
paired with a map of the middle ground and agreement about how genetic, macroevolu-
tionary, and environmental processes contribute to evolutionary change.
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1 Introduction

There has been great confusion about the meaning of “trend” in biology. Empirical questions
come deeply entwined with methodological and philosophical issues that can affect how we
move between observed patterns, modeled patterns, and inferences about natural selection (Mc-
Shea 2000; Sheets and Mitchell 2001; Gregory 2008; Turner 2009, 2015). Biologists regularly
contrast “trends” as natural selection with “random” change based on a null model. Null mod-
els vary, however, with regard to which processes they include (Bookstein 1987; 2013; Alroy
2000; Millstein 2000; Sheets and Mitchell 2001; Hunt 2006). Thus, both foreground and back-
ground vary from study to study. Different random backgrounds result in different foreground
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concepts of “selection” (Kaplan 2013). More broadly, different models serve different research
agendas. Two models can correct for bias in different ways, each sufficient for one particular
question, but not for another. “The fidelity of a data model must be judged relative to a particular
purpose” (Bokulich 2018, emphasis in original). A close look at the models used in excursion
tests reveals two kinds of trends relevant to paleobiology: minimal trends and directed trends.
Both are causally agnostic and cannot be interpreted simply as strength of selection.

Paleobiologists model historical changes in biodiversity as the sum of stochastic and de-
terministic factors. Such changes result from a variety of causes, often unknown or poorly
characterized. The stochastic factor, sometimes called phenotypic drift, includes variation due
to genetic drift as well as macroevolutionary processes (e.g., population dynamics) and envi-
ronmental processes (e.g., mass extinctions). Meanwhile, the deterministic factor, often called
a trend, describes directional change in a phenotype over time as selection acts to increase or
decrease the frequency of a specified trait. These models are “causally agnostic” because they
work in the absence of details about specific processes and their relative contributions. Multiple
processes can contribute to a single factor, and individual processes can contribute to both.

In Matthen’s (2009) language, paleobiology is explanandum-oriented. It is focused on the
phenomenon which is to be explained (the explanandum) rather than the detailed mechanism
of explanation (the explanans). With regard to evolutionary questions, the explanandum is a
historical pattern of biodiversity while the explanans includes specific causes, such as selection.
Paleobiologists (often) model the former before—sometimes in place of—modeling the latter.
Excursion tests can reveal trends produced by deterministic selection, but they can also reveal
accidental trends, resulting from stochastic variation acting under macroevolutionary and en-
vironmental constraints. The stochasticity of phenotypic drift can reflect ontologically proba-
bilistic causes, but it can also reflect uncertainty about the contribution of known deterministic
causes which vary across time and space. Here, “trend” refers to the deterministic factor in the
model. It can describe a historical pattern without making causal claims.

This paper looks at two types of trends. The first is a signal of historical change that rises
above the noise of sampling error. When the deterministic factor is non-zero, there is aminimal
trend. The second is a signal of selection that rises above the noise of both sampling error and
phenotypic drift. When the deterministic factor is large enough to infer a directional cause,
there is a directed trend. And yet, the directed trend remains causally agnostic. The magnitude
of the directed trend measures the strength of the evidence for selection and not the strength of
selection for a specified trait. Thus, all directed trends are minimal trends. One describes a real
historical change in phenotype frequency. The other describes such a change unlikely to arise
without a directional cause for a given model. The semantic issue of which properly deserves the
name “trend” distracts from important epistemological issues about how we define and detect
each. Both can be useful, and both warrant attention, however we label them.

A closer look at theMBLmodel and excursion tests helps to reveal a middle ground between
the historical pattern and causal factors. Minimal and directed trends can and should be used
as part of a larger research project of inferring evolutionary causes. Biologists often seek to map
historical patterns of biodiversity (i.e., the sum of stochastic and deterministic factors when de-
scribing changes in phenotypic variation through time) onto specific causes via microevolution-
ary, macroevolutionary, and environmental processes. Many debates about “trends” arise from
the difficulty of moving between these two types of explanations. They will not be resolved
without consensus about how one maps onto the other. This could be ontological consensus
about the nature of biological causation, but it is much more likely to be a pragmatic consensus
about how concepts relate across disciplines. Thus, my primary goal is to reveal the ground to
be covered.
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I start with a brief history of paleobiology, largely drawn from Sepkoski’s (2012) Rereading
the Fossil Record (Section 2). The MBL model and excursion tests were created to utilize his-
torical and ecological data that could not readily be accommodated within population genetic
models. This need not entail incompatibility, though some authors would emphasize that pos-
sibility. Rather, it identifies the explanatory middle ground that could not be crossed between
the fossil record and genetic explanations.1 Subsections provide greater detail on stochastic
modelling of extinction (a middle ground process) and the earliest excursion tests.

Section 3 uses analyses by Lande (1976) and Sober (2008) to identify features of the middle
ground. I contrast the phenotypic model of stochasticity with a common genetic drift/selection
test to highlight the process/product distinction and discuss implications for understanding the
MBL model and excursion tests.

Section 4 looks more closely at how I use “selection” and “drift” in this paper. Sober’s (1984)
definition of adaptation as selection for a trait, in contrast to selection of an organism (with the
trait) or of a gene (for the trait) reveals an important distinction between minimal and directed
trends. A minimal trend reflects selection of organisms with the trait—a change in frequency
through time—while a directed trend reflects somethingmore—a change due to selection for the
trait in question. Millstein’s (2000, 2002) discussion of “drift” as process and outcome similarly
clarifies this distinction. “Drift” as outcome is always involved in evolution; in a directed trend,
it proves insufficient to explain the observed pattern of change.

Section 5 returns to the question of how we define trends and contrasts my minimal/directed
distinction with McShea’s (1994) passive/driven distinction. I argue that McShea’s terms jump
straight to the causal question, which obscures themiddle ground so important to understanding
approaches in paleobiology.

Section 6 states my recommendations for future work on trends across fields of biology.

2 The Origin and Intent of Stochastic Models in Paleobiology

David Sepkoski (2012) traces the origins of paleobiology in Rereading the Fossil Record: The
Growth of Paleobiology as an Evolutionary Discipline. He presents a history in three stages: lit-
eral, idealized, and generalized approaches to the fossil record. As a starting point, he looks
at “Darwin’s Dilemma,” the incompleteness of the fossil record. If evolution really is gradual,
why do we not see gradual transitions between species? He then suggests an identity crisis in
the late nineteenth and early twentieth century as biology transitioned to quantitative methods,
formalized in the Modern Synthesis and population genetic models. This created a challenge
for paleontologists, who worked with phenotypic data. Looked down on as qualitative “stamp
collectors,” they sought ways to become more quantitative, and thus respectable, scientists. In
the 1960s paleontologists begin exploring statistical models appropriate to their phenotypic data
sets.

Sepkoski presents Stephen Jay Gould and Niles Eldredge as the key figures of the literal
phase. They looked at periods of stasis and rapid change and proposed differing rates of evo-
lution. Eldredge (1971) proposed an alternation of morphological stasis with periods of rapid
evolution spurred by allopatric speciation. His proposal was both defended and popularized in
Eldredge and Gould (1972) as “punctuated equilibrium.” Gould spoke of rooting paleontol-
ogy in present-day biology, linking long-term patterns with short-term, ecologically informed,

1This ground could not be covered during the early days of paleobiology. I believe it has still not been covered;
however, the thesis of the paper remains in either case. The MBL model and excursion tests have causal ignorance
built in.
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and population-minded adaptation. Both authors were concerned with the impact of ecologi-
cal and geographic factors, particularly when they resulted in different effects in isolated sub-
populations. They each also had a critical approach to theory, arguing that “models are never
neutral: any model rests implicitly on assumptions that cannot, ultimately, be acquired solely
from the data” (Sepkoski 2012, 162). In Sepkoski’s view (following Michael Ruse), Eldredge
was cautious both ontologically and epistemologically, while Gould varied from an uncontro-
versial reflection on evolutionary mode to a strong saltationism (and back again).

In the literal phase, paleobiologists took the fossil record “literally” and sought to fit processes
to the observed pattern. In the idealized phase, they attempted to correct for “noise” in the fossil
record, resulting from biases in deposition, preservation, and collection of specimens. Models
came to include a stochastic background, separating an idealized model of change from the
observed record. Sepkoski links this phase to the MBL model, named for a series of meetings
at the Marine Biological Laboratory in Woods Hole, Massachusetts. David Raup, Stephen
Jay Gould, Thomas Schopf, and Daniel Simberloff (1973) turned to stochastic modeling for a
generalized and idealized model of evolution. The collaboration was short lived, but it formal-
ized two important features of paleobiology. First, it involved a null model of random change
and, second, it utilized discrete (in Sepkoski’s language, “particulate”) sub-populations or lin-
eages that could be shaped by diverse external forces. This allowed for a new distinction to be
made—within-lineage versus between-lineage processes—and contributed to a differentiation
of microevolutionary and macroevolutionary descriptions.

Building on this foundation, Raup and Gould began to argue that some predictions could
be made based solely on the null model, stochastic change which occurred even in the absence of
named directional processes such as selection (Sepkoski 2012, 242; Raup and Gould 1974). In-
voking equilibrium models in genetics, Raup et al. (1973) demonstrated that models of random
speciation and extinction could produce phylogenies similar to those observed in nature. They
emphasized that “randomness does not imply disorder, contrary to vernacular usage. A high
degree of apparent order can arise in purely stochastic systems” (526–27). Random processes are
neither completely predictable nor utterly unpredictable. They are partially predictable. Some
predictions can be made, usually about changes in summary statistics, such as minimum, max-
imum, and mean values for a given trait. Species level effects and environmental factors con-
tribute to such models as well as genetic drift. Raup et al. included natural selection in each
generation but allowed for the direction of selection to change stochastically on larger timescales.
All of these processes (speciation, extinction, environmental variation, mutation, drift, …) may
contribute to statistically regular behavior, even if they cannot be, in practice, characterized in-
dependently. Raup et al. hoped that such “random” models would enable researchers to identify
non-random factors when looking at data.

Raup (1977) went on to use a random walk as a null model against which to test long-
term trends. If an observed pattern of consistent change is inconsistent with the random walk,
he argued, it must be the effect of selection. The random walk reflects causal ignorance and
not a specific model of genetic drift, speciation, or other processes. Raup lays out his null
model as a “pseudorandom” process: “We either cannot know or do not choose to know the
actual deterministic basis of the process we are dealing with” (61). He highlights extinction as a
product of deterministic factors acting at the level of individual organisms. It may, nonetheless,
be modelled, above the species level, as a stochastic process. Causal ignorance need not reflect
ignorance about which causes are involved. In many cases, the relevant processes can be named,
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but the researcher claims no knowledge of their relative contributions.2 For Raup, stochasticity
describes the volatility of effects.

The MBL model showed that stochastic models could be effective at describing a collection
of processes whose individual contributions remained unknown. It also showed that stochastic
variation can result in apparently deterministic changes. It was, however, too simple and ideal-
ized. Starting in the 1980s, paleobiologists began to lookmore closely at which biasing processes
could be identified and isolated. This included geological and anthropogenic factors that can
bias the data set (sampling error) as well as macroevolutionary and environmental processes that
can obscure the signal of selection.

Sepkoski describes this third phase of paleobiology as generalized, making use of the sto-
chastic models, but not taking for granted either the completeness of the fossil record nor the
ideal and particulate quality of lineages.3

Bookstein (1987) explores stochastic modeling in great detail, again emphasizing causal ig-
norance. He uses great care in delineating a null model and a null hypothesis. The null model is
a stochastic model of change through time. The null hypothesis includes the null model along-
side a second stochastic process representing sampling error. If stochastic change and stochastic
error are sufficient to explain the data, then “evolutionary rate” becomes meaningless and no se-
lection can be inferred. For Bookstein, evolutionary rate is a directional vector necessary to
complete the model. It is not observed change over time and cannot be found in the data. It
must be inferred from the data in conjunction with the null model and a model of how error
comes in. The random walk should always be included; if it is a biased random walk, then and
only then can the bias be understood as an evolutionary rate.

Bookstein’s (1987, 461) null model includes two kinds of stochastic noise: sampling error
and drift. Sampling error disguises the historical signal. If error alone can explain an observed
change, no trend exists. The pattern of data may not reflect a historical pattern. If error alone
cannot explain the change, a trend exists, which may or may not be directed; that determina-
tion requires further analysis. Evolutionary volatility, or “drift” broadly construed, disguises the
signal of selection. If error plus phenotypic drift can explain a trend, there is no evidence for
selection. The population changed through time, but a directional cause may not have been
involved—a minimal trend. The magnitude of the trend must be considered. When improbably
high, relative to a random walk, it indicates directional selection and a directed trend. When the
magnitude is improbably low, it indicates stabilizing selection and stasis. Controlling for error,
the trend describes an observed pattern. The trend magnitude is always the rate at which a trait
has changed. When it is improbably high or low (for a random walk), it can also be viewed as
the force or strength of selection acting on the trait.4

Bookstein (1987, 446) stresses the dangers of interpreting a trend or evolutionary rate naively:
“Rate is a property not of the empirical data but of a particular mathematical model for those

2Eble (1999) discusses multiple uses of “chance” in evolutionary biology. “Causal ignorance” is the first of two
statistical notions of chance and may describe situational ignorance (we do not know), fundamental ignorance
due to some barrier (we cannot know), or tychism (it cannot be known; the universe is essentially probabilistic).
Millstein (2000) usefully explores indiscriminate sampling in concepts of drift (discussed in section 4.2). The
causal mechanisms may be fully known, but the outcome remains unpredictable. Raup’s method is open to all
these interpretations.

3Sepkoski presents the development of paleobiology as dialectical with the generalized approach (synthesis)
taking the best of the literal (thesis) and idealized (antithesis) approaches. I find it difficult to see the stages as
distinct in this fashion. Instead, I would interpret this as a novel idea whose implications and limitations were
slowly worked out over time, wearing away the more extreme and less-functional aspects.

4Note that selection of organisms with a trait is not necessarily selection for that trait, but only selection for
organisms with the trait, as discussed in section 4.1.
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data.” We begin with a ratio—change over time—and infer the rate as a derivative with respect
to time. That derivative does not exist in the case of a random walk. The problem is amplified
by the recognition that stochastic processes in biology occur stepwise by generation and, as such,
must be interval rates and not instantaneous rates (Gingerich 1993). Generation time must be
a factor in any null model. The temporal scale of time-intervals and overall change have an
impact. For Bookstein, the rate is a directional vector necessary to complete the model. It must
be inferred from the data in conjunction with the null model and error model.

To me, it makes sense to speak of an observed rate of change as a genuine historical signal,
but I remain agnostic about causes without further information. The semantic issue can be
sidestepped by noting that all trends (directed and undirected) are inherently artefacts of the
models used to infer them. When those models are stochastic, then the details of the models
matter. In the case of directed trends, the rate or magnitude of the trend can vary from the
strength of selection in a manner dependent on the variables used.

Bokulich (2018) explores sampling error, or the question of “correcting the data,” in much
greater detail. She notes several filters that distort the historical signal. They include tapho-
nomic filters or biases in preservation (e.g., soft bodies leave fewer fossils); ecological biases
(e.g., species living in a lake are preserved in the sediment); geological biases (e.g., erosion, heat,
and tectonic shifts can erase some groups); and anthropogenic biases (e.g., large bones attract
attention). Paleobiologists attempted to correct for these biases in three ways: subsampling
approaches, residuals approaches, and phylogenetic approaches. Bokulich discusses all three.

Bokulich argues that all data is, in some sense, model dependent because models have been
built into collection strategies and experimental design. “So it is not the ‘purity,’ but rather the
fidelity of the data that matters. However, it is also important to remember that in assessing
fidelity, what counts as signal and what counts as noise depends on the particular uses to which
the data set will be put (i.e., what hypotheses the data will be used to provide evidence for
or against)” (Bokulich 2018, 2). Her examples focus on sampling error, but the conclusions
apply equally to other types of noise found in phylogenetic drift. Causal agnosticism may be
unsatisfying, but it is well suited for the minimal and directed trends for which excursion tests
were designed. She discusses vicarious controls, by which the effects of bias can be removed
after data collection through estimating and accounting for them directly or by data collection.
Phylogenetic approaches, including variation among lineages, have been particularly important
for trends research.

While paleobiologists often move from data to historical pattern to causal inference, this
need not be the only approach. Causal assumptions are frequently (if not universally) built into
models. These include theories about the number and relative contribution of various processes,
about generation time, and about population size and structure but also, critically, about the
operation of selection and drift. Signal and noise are inescapably linked and model dependent.
If drift is to be a priori excluded as an explanation—as, for example, for large populations—it
cannot, then, be a hypothesis rejected by the experiment. If population structure is excluded
a priori, the experiment cannot be used to show that population structure is irrelevant. Such
theories make up the middle ground between cause and historical pattern.

The earliest paleobiologists sought to detect directed trends amidst a background of sto-
chastic noise, thus a particular understanding of null models is baked into their models. The
MBL model and its conceptual descendants describe a historical pattern as the product of mul-
tiple processes and remain causally agnostic. They allow for multiple probabilistic processes in
addition to random genetic drift, notably species level processes including (but not limited to)
speciation, extinction, patterns of migration, and fluctuations in environmental variables. These
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background processes all contribute to the stochastic factor of phenotypic change—phenotypic
drift.

2.1 Extinction as an Exemplary Environmental Process

Mass extinctions provide the prime example of environmental processes with deterministic, abi-
ological causes that can, nonetheless, be modeled stochastically. Jablonski (1986) discusses
mass extinctions, potentially driven by global climate cycles or periodic meteorite impacts, as
macroevolutionary regimes: “The alternation of these macroevolutionary regimes disrupts any
smooth extrapolation of microevolutionary or macroevolutionary processes across the sweep of
geological time; a complete theory of evolution must incorporate the different sets of selective
and random processes that characterize the background and mass extinction regimes” (133).
Mass extinctions result in a fluctuating background condition that shapes variation in ways in-
explicable without appeal to large-scale, abiological factors.

Over time, biologists have explored less extreme processes and more sophisticated stochastic
models for extinction (Ovaskainen and Meerson 2010; Ellner, Childs, and Rees 2016). Leigh
(1981) looks at ways a fluctuating environment could drive fluctuations in population size and
uses this to predict mean time to extinction for a population. Lande (1993) spells out differ-
ences between demographic stochasticity, environmental stochasticity, and catastrophes and
how they affect extinction. He notes that stochasticity, here, reflects a summation of lower-
level processes, which may be deterministic or probabilistic, rare or common. Foley (1994, 125)
continues on this theme, comparing demographic stochasticity to genetic drift and noting that
a probabilistic Poisson process models births and deaths, likely due to idiosyncratic determinis-
tic causes. Conversely, Henson et al. (2003) explore the use of low-dimensional deterministic
models to predict the outcome of stochastic processes. Benton et al. (2006) review related work
on the complex relationship between environmental variation and population dynamics. They
note that multiple causal mechanisms are capable of producing the same outcome and argue for
the importance of considering multiple models. Looking at empirical examples, they note com-
plex interactions due to environmental fluctuation and diversity: “Therefore, extracting mean
demographic parameters using simple statistical modelling of time-series may provide some in-
sight, but is unlikely to lead to full understanding as many of the determinants of individual
performance are linked in complex ways to past environments” (1177). Natural selection may
not be separable from environmental fluctuation.

2.2 Excursion Tests

Sepkoski (2012) argues that paleobiologists share a set of approaches rather than a unified the-
ory of evolution. Not all paleobiologists agree on punctuated equilibrium or the correct set of
causal processes. Sheets and Mitchell (2001) describe a variety of statistical tests used to in-
fer evolutionary trends. Excursion tests provide one popular approach that models evolution
through stochastic and deterministic factors or phenotypic drift and trend.

“Scaling of excursion” tests begin with a random walk null model and calculate the expected
excursion over a fixed period. If a variable changes according to an unbiased random walk,
then its expected value will remain the same after any interval. Its final value has a Gaussian
distribution with mean equal to the initial value and variance proportional to time. McKinney
(1990), following Raup and Bookstein, suggests that apparent trends should not be compared to
the expected value, but to the expected peak excursion—the point of greatest difference from the
initial value. Very large excursions are highly improbable, but so are very small excursions. As a
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difference over time has already been observed, researchers should ask whether this is consistent
with the maximum excursion expected for a random walk.

Bookstein’s (1987)Theorem of the ScaledMaximum locates a directed trend threshold based
on a simple random walk. He starts by calculating the range of maximum excursions consistent
with a random walk of n steps with finite variance σ2. Above this range, the excursion suggests
a directed trend, below it, the excursion suggests stasis. Bookstein comments on the low power
of the test and advocates for a wider range. For example, to achieve a statistical significance
level of 0.1% (or 0.2%, for a two-tailed test), the excursion should fall outside the range of
roughly 0.08σn½ to 6σn½ (Appendix 2). Gingerich’s (1993) Log Rate versus Log Interval
(LRI) method measures “rates of change” in haldanes for each pair of time points in the data
set.5 These rates are plotted against intervals on a log-log plot. The resulting distribution has
a structure that can be used to estimate the intrinsic rate of a random walk (the distribution
of steps in a single generation). It also has a slope that can be compared to the expected slope
for a randomly generated time series (–0.5). Together they can be used to create a confidence
interval for random change. Slopes significantly smaller (closer to 0) indicate stasis while slopes
significantly larger (closer to−1) indicate directed change. In either case, the null hypothesis of
random walk can be rejected. Sheets and Mitchell (2001) also describe a test based on the Hurst
exponent, comparing short-term and long-term change in the series. Values outside a threshold
range are inconsistent with a random walk null hypothesis. In each case, the parameters of the
random walk are generated from available data and agnostic to cause.

3 Deterministic and Stochastic Components in Evolution

The MBL model and excursion tests demonstrate a popular approach in evolutionary biol-
ogy, modeling change as a function of stochastic and deterministic elements. A common
drift/selection test displays the ubiquity of the comparison. Random genetic drift has often
been treated as a background and null model for evolutionary hypotheses. Alternatively, Lande
(1976) and Sober (2008) discuss random phenotypic “drift” as a background for phenotypic selec-
tion. Differences among the three approaches reveal more about themiddle ground between his-
torical pattern and causal factors, specifically divides between genetic and phenotypic account-
ing and between process and product. All three mathematical formalisms (the drift/selection
test, Lande’s model, and Sober’s model) include stochastic backgrounds, but they define them
differently and, thus, foreground different types of selection. Sober’s model provides a general-
ized understanding of assumptions built into excursion tests.

A common test in genetics contrasts natural selection and random genetic drift, comparing
the strength of two processes. Kimura (1968) and King and Jukes (1969) reported unexpectedly
high levels of neutral mutation. Both provided formal stochastic descriptions of non-selective
“random” change in genes. This genetic volatility came to be viewed as a background or null
hypothesis against which to test claims of selection.6 Drift can dominate when the product of
effective population size (Ne) and strength of selection (s) is less than one half (Graur and Li
2000, 62).

Ne|s| < ½
Phenotypic volatility can be treated in a similar fashion. Lande (1976) contrasted selection
and random genetic drift, treating both as forces. He described phenotype evolution as an

5Here, “rate” simply refers to change in a period of time. Pairs with a rate of zero are discarded as hiding very
small rates of change.

6Hartl and Clark (1997, 180) and Graur and Li (2000, 63), for example—both standard population genetics
textbooks—refer to the neutral theory as a common null hypothesis.
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Ornstein-Uhlenbeck process, with a deterministic component presented as selection and a sto-
chastic component presented as random genetic drift. Sober (2008, 192–99) provides a more
recent discussion, with useful commentary. For a trait (x) evolving in time (t),

dxt = a(θ − xt)dt+ σdBt.

Change in x as a function of time can be described with two factors. The first, the deterministic
component, depends on how far a trait is from the optimal phenotype (θ), and the change in
selection per unit difference (a). The second, the stochastic component reflects aWiener process,
a continuous-time stochastic process frequently used by physicists to describe Brownian motion.
Here, dBt is “a vector of independent and identically distributed normal random variables.”
The variance (σ) is the volatility, or magnitude of random fluctuations. Thus, the stochastic
component describes diffusion, the “noise” of random genetic drift. In the absence of selection
(a = 0), the deterministic term goes to zero, leaving pure drift. Without volatility (σ = 0), the
stochastic term goes to zero, leaving pure selection.

Sober (2008) adds three valuable comments. First, he presents the deterministic component
as the effect of selection, not the force of selection. It is a product and not a process. Second, he
notes that evolution in the real world always occurs in finite populations; pure selection does
not occur. Stochastic change is the background on which the hypothesis (selection) and the
null hypothesis (no selection) can be judged. In Sober’s terms, the appropriate comparison is
between pure drift and drift plus selection. Third, he speaks of a “purely phenotypic notion of
drift” (193). The underlying cause is random genetic drift, but the product is a distinct stochastic
process.

In an earlier discussion of evolution, Sober (1984, 37–38) describes a conceptual gap when
causes are described in terms of phenotypes while effects are described in terms of genotype
(allele frequency). This gap necessitates a transformation from phenotype space to genotype
space. Transformation is, likewise, necessary when moving in the opposite direction. When
causes are conceived at the gene level (random genetic drift) and effects at the trait level (patterns
of phenotypic change), an inverse mapping will be necessary.

The common test described by Graur and Li (2000) distinguishes two causal processes oc-
curring at the gene level. Lande (1976) attempts to apply the same distinction to processes at
the trait level. Sober (2008) does similar work but pays close attention to the gap between gene
level and trait level explanation and the gap between describing process and describing prod-
uct. Sober focuses on the trait level product. Both deterministic and stochastic components in
his equation describe a single outcome. They need not align with deterministic and stochastic
causes.

Excursion tests rely on a model of evolution with two components. The stochastic com-
ponent resembles the phenotypic drift of Lande and Sober, whose models are not so much
different as more general.7 Paleobiologists observe trait distributions across a time series and
construct a model that describes phenotypic volatility as a cause agnostic random walk. This
phenotypic volatility must be distinguished from sampling error. Both are stochastic and nor-
mally distributed, but one arises historically from evolutionary causes while the other arises
artificially during data collection and interpretation. Correcting for sampling error but momen-
tarily ignoring phenotypic volatility, a minimal trend reflects observed consistent change in a trait
over time. The rate of change or trend magnitude can then be compared to the range of max-
imum excursions consistent with the random walk. When the rate is within that range, the

7The continuous-time Wiener process can be viewed as the limit of the discrete-time random walk as time
interval approaches zero.
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stochastic component is sufficient to describe both evolution and trend. If the rate is too high
or too low, a deterministic component is added to the model, reflecting the effects of selection
driving or inhibiting change. Thus, the implicit model of evolution is the same as in Sober.
When the rate is low, the deterministic term [a(θ − xt)dt] describes selection. The farther the
trait is from the optimum (θ) the stronger the deterministic effect. When the rate is consistent
with a random walk, a = 0 and the deterministic term goes away.

Excursion tests reveal why the trend or deterministic component must be a product and not
a process (or cause) in paleobiology. The stochastic component contributes to observed change
in all three modes of evolution.8 In the random walk mode, the stochastic component fully
describes the system, including any trend. Therefore, the stochastic component will affect the
trend for stasis and directed trends as well. Even when sampling error can be eliminated, evo-
lutionary volatility ensures causal ignorance. The relative contributions of selection and “drift”
cannot be disentangled using these methods. Pure drift can only be distinguished from se-
lection plus drift. Deviation of the rate from a random walk can suggest the extent to which
selection drives. And yet, when selection plays a role, the exact contribution of drift still cannot
be determined. The deterministic component of such models will always come with a margin of
error based on the expected excursion of a random walk. In this sense, directed trends (inferred
from excursion tests) always come with the limitations of stochastic modeling. The relative
contribution of multiple causes remains unknown and the concept is inherently stochastic.9

4 Selection and Drift as Cause and as Effect

The limits of causal inference when dealing with trends have been noted in numerous contexts.
In molecular phylogenetics, Uyeda, Zenil-Feguson, and Pennell (2018, abstract) note that the
“field has, at times, been sloppy when weighing evidence in support of causal hypotheses.” In
paleontology, Hunt (2006, 581) addresses random walks: “Because we usually do not know
the detailed mechanisms mediating each phenotypic change in the past, we limit ourselves to
the more modest but attainable goal of inferring something about the aggregate qualities of a
set of evolutionary changes, i.e., their directionality and volatility.” In philosophy of biology,
McConwell and Currie (2017) emphasize the significance of identifying—or not identifying—
causes when discussing contingency. Causal conclusions may be desired, but we must think
carefully about terms like selection and drift. Some models make causal claims when applying
these terms. Other models speak of them as effects or products.

4.1 Adaptation

Elliott Sober (1984, 208) links adaptation with the causal question of selection for a specified
trait:

A is an adaptation for task T in population P if and only if A became prevalent in
P because there was selection for A, where the selective advantage of A was due to
the fact that A helped perform task T .

The deterministic component of directed trends only requires that organisms with trait A in-
creased in frequency within the population. There has been selection of those organisms (and

8A rate of change exactly equal to zero is extremely unlikely.
9Returning to the discussion of Eble (1999) and Millstein (2000) in note 1, this does not entail fundamental

ignorance or tychism. Hidden variables may exist, and other methods may reveal the relative contributions of
selection and drift. Finite populations and indiscriminate sampling demonstrate, however, that it may be impossible
to fully disentangle causes even when the relevant processes are known and physically deterministic.
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of the relevant genes). Independent evidence would be required to conclude that this occurred
becauseA helped to perform a specific task. The trait may have become prevalent due to random
fluctuations at the gene level (e.g., neutral mutation, indiscriminate gene segregation in gamete
formation) or at the individual level (e.g., indiscriminate mate sampling) or at the species level
(e.g., indiscriminate sampling of populations due to extinction).10

A trait may also increase due to indirect forms of selection. Selection of genes and organisms
with a trait need not entail selection for that trait. Selection of a gene may occur because it is
linked to a gene that codes for an adaptive trait. Similarly, selection of a subpopulation may
occur because it lives within (or closely associated with) a species bearing an adaptive trait. Thus,
selection as effect need not have the same magnitude as adaptation or selection as cause. Both
minimal and directed trends describe effects or outcomes; therefore, they need not have the
same magnitude as adaptation for the trait in question. Minimal trends can occur without any
selection. Directed trends reflect adaptation amplified or dampened by stochastic processes.

4.2 Drift

Millstein (2002, 38) highlights the distinction between process and outcome in discussing drift.

In distinguishing a process from its outcome, I mean to distinguish the kinds of
changes that occur over time (the process) from the ‘ending’ state that occurs at one
point in time (the outcome). Of course, in a population undergoing evolution, des-
ignation of an ending state (or a beginning state, for that matter) at any particular
point in time is arbitrary.

She argues that drift is best understood as the process, not the outcome. Random drift de-
scribes numerous kinds of indiscriminate sampling. Millstein (2002) considers seven stochastic
processes, each of which involves an unbiased sampling of genes: parent sampling, gene segrega-
tion (into gametes), gamete sampling, population bottlenecks (including founder effects), rate
fluctuations in evolutionary processes (mutation, migration, and selection), and autonomous
indeterminacy (as in Brandon and Carson 1996).11 She notes that different authors include
different members of this list in “drift,” leading to confusion about the term and, by extension,
about selection as the non-random alternative.

The phenotypic drift described in this paper reflects the drift-as-outcome, contrary to Mill-
stein’s preference for drift-as-process. Nonetheless, Millstein’s analysis reveals the important
distinction between the two approaches. Once again, the question of privilege—which one
deserves the name drift—is less important than understanding the work each is intended to do.

Matthen (2009, 486) takes a very different approach: “Obviously, their view is radically at
odds with mine, for they view drift as physical, whereas I take it to be an artifact of the theoreti-
cian’s acts of statistical abstraction.” Matthen, however, glosses over several critical points. He
usefully notes the significance of statistical abstraction in explanations and that “chance” can
be used to refer to intentional ignorance of certain factors. He does not address the possibility

10Volatility occurs at every level. The strength of effects due to certain processes, such as neutral selection,
deserves independent discussion.

11Brandon and Carson (1996) note that drift can be a necessary result of sampling in some populations, including
many of large size, due to the numerical impossibility of maintaining gene frequency when population size shifts.
Alleles and loci are both counted with natural numbers (1, 2, 3). Any allele frequency across 1,000 loci must change
when shifted to a frequency across 999 loci. Finite populations, regardless of size, can experience random shifts.
“Put another way, when we are concerned with finite populations, and all real biological populations are obviously
finite, it is legitimate to consider drift without selection but not vice versa” (325).
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that different evolutionary theories may use statistical abstraction in different ways. Through-
out the paper, he refers specifically to genetic drift, consistently equates drift-as-process with
drift-as-cause, and explicitly defines drift-as-cause and selection-as-cause as mutually exclusive
causal claims. Millstein’s (2002) examples make it clear she is thinking more broadly in a way
that can (though need not) include phenotypic drift. Her approach is broader descriptively and
humbler in its ontological claims. Even if we accept Matthen’s conclusions with respect to pop-
ulation genetic evolutionary models (which I would be reluctant to do), they simply highlight
the profound differences between population genetic models and paleobiological models. The
latter describe outcomes probabilistically, rather than describing probabilistic causes.

Kaplan (2013) reflects further on statistical abstraction in evolutionary theory, suggesting
general criteria for judging between abstractions, but makes no concrete proposal. Currently,
paleobiological models cannot be reduced to population genetic causal theories, largely due to
competing abstractions and competing bridge theories for how to cover the explanatory middle
ground.

Millstein (2000) looks more closely at the role of chance in macroevolutionary processes and
the relationship between random genetic drift and a more generalized phenotypic “drift.” She
argues in both articles that uncritical dualism, wherein selection and drift are treated as mutually
exclusive causes of evolutionary change, leads to confusion. Indiscriminate sampling always
occurs, and the outcome of selectionmay be indistinguishable from the outcome of drift. Trends,
both minimal and directed, describe outcomes. Indiscriminate sampling or “drift” contributes
to both. Discriminate sampling, that is selection for traits, may contribute as well, even when
not detected. Observers of outcomes frequently lack sufficient information to overcome causal
ignorance.

Sober and Millstein identify a key middle ground between the clearly defined processes of
gene-level accounting in population genetics and the clearly defined products of trait-level ac-
counting in paleobiology. Although the stochastic/deterministic distinction is made in both and
the drift/selection distinction is made in both, the different fields do not make the distinctions
in the same way.

5 What is a Trend?

There is consensus around biological trends at a basic level. There exist biological populations in
which a summary statistic (representing some observable trait) changes consistently over a long
period of time. McKinney (1990) proposed a minimal definition of trend along these lines, and
several recent authors have followed his lead (e.g., McShea 2005; Gregory 2008). It captures
certain desirable characteristics that were contentious historically. Evolutionary trends should
describe changes at the population level, not within individual lineages. They include changes
in minima, maxima, and averages across multiple lineages. They do not include short-term
fluctuations and statistical outliers. The minimal trend described in this paper is the same as the
trend defined by McKinney.

Even at this minimal level, it is important to ask two clarifying questions. First, what kind of
population counts? And second, what is the appropriate time frame? Answers to both questions
will be built into models of phenotypic drift, either explicitly or implicitly. Only when explicit
can they be used to move between gene-level and trait-level approaches.

In population genetics, a local or breeding population refers to a collection of individuals
capable of mating—or in an asexual population, directly competing in some meaningful way.
It may be a sub-population or deme, within a larger meta-population. A breeding popula-
tion appears to be too strict a requirement for paleontological work, however. A collection of
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fossils—even fossils of homologous traits in closely related organisms—may represent a breed-
ing population, a non-representative sub-sample of a breeding population, or a collection of
breeding populations with various levels of mixing. In a minimal trend, “population” should
be understood in the most generic mathematical sense: it is a set of biological objects from
which we collect data to generate statistics. Mapping that population onto a set of breeding
populations requires significant work, as displayed for example by extinction models discussed
in section 2.1.

How long is long enough for a trend to be worthy of attention? Both phenotypic and
genotypic patterns of change can have structure across a broad range of temporal scales, from
one generation to the history of life on Earth. Evolutionary trends should be, at some minimal
level, consistent across scales and should persist for a considerable period of time. Within a
breeding population of fixed size, we might exclude random “trends” below a certain threshold,
proportional to effective population size and strength of selection. It is unclear how such a
threshold should be determined for alternative populations. Palstra and Fraser (2012), Gilbert
andWhitlock (2015), and Ryman et al. (2019) discuss one aspect of this problem, the challenges
involved in estimating effective population accurately for structured populations. Identification
of phylogenetic and temporal range will play a crucial role.

Some authors have proposed stricter definitions for “trend”—they add additional require-
ments to the simple pattern of historical change involved in a minimal trend. These additional
requirements have been extremely controversial. Many biologists implicitly assume that selec-
tion must be involved; however, as we have seen above, the discovery of minimal trends can
be an important step in the identification of directed trends. And, more significantly for the
history of paleobiology, a minimal trend may be detected, even when the underlying processes
and their relative contributions remain obscure. A minimal trend represents genuine knowledge,
whether or not we call it a “trend.”

5.1 Driven and Passive Trends

McShea’s (1994) distinction between driven and passive trends has been popular and raises an
important issue—differential causation—well summarized in the abstract.

In a driven trend, the distribution mean increases on account of a force (which may
manifest itself as a bias in the direction of change) that acts on lineages throughout
the space in which diversification occurs. In a passive system, no pervasive force or
bias exists, but the mean increases because change in one direction is blocked by a
boundary, or other inhomogeneity, in some limited region of the space. (1747)

He credits paleobiologists Steven Stanley (1973) and Daniel Fisher (1986) with introducing
and refining the concept of passive trends. McShea’s language is clearly causal, even agential.
Selection, or some other force, drives evolution in a particular direction. This cause is active in
driven trends, but not in passive trends.

Alroy (2000) and Gregory (2008) critique simple interpretations of this as a causal claim.
The driven/passive distinction does not correspond to random and non-random processes: “The
real question, then, is not whether evolution is random, but instead exactly what mechanisms
do govern demonstrable trends, and at what hierarchical level these mechanisms operate” (Al-
roy 2000, 319). Both authors emphasize the distinction between processes that occur within
species and those that occur between species. These might be called micro- and macroevolu-
tionary forces as in McConwell and Currie (2017) or anagenetic and cladogenetic trends as in
McKinney (1990). Gregory (2008) refers more generally to a variety of taxonomic and historical
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scales. Alroy and Gregory also highlight the ubiquitous influence of both stochastic processes
and deterministic drivers. It is difficult to find changes that do not involve both, albeit with
different levels of influence.

McShea starts with an ontology of forces and asks which are involved, but this immediately
pushes him into the explanatory gap discussed in previous sections. We are often ignorant of
which causes are involved and how much they contribute to the outcome. More problematically,
known stochastic processes, including drift, are not “passive.” They require energy and drive
change. The important distinction, which McShea identifies (as does Millstein; see sec. 4.2)
is between biased and unbiased processes, not between active and passive processes or between
driven and random processes. By placing his emphasis on passivity, McShea has obscured the
importance of the stochastic background and our frequent causal ignorance. In evolutionary
biology, environments and populations never intend or steer with an eye toward increasing the
frequency of a trait. They do not “drive.” Natural selection is always random or accidental in an
Aristotelian sense; it admits of neither cosmic necessity in the environment nor substantial form
in the species; it never involves intent or prospect and is always contingent upon circumstances.12
Multiple internal and external forces act on every population, including drift and low levels of
selection. The key distinction is not whether a given sampling process acts or occurs, but whether
it is consistently biased over some phylogenetic and temporal span. The emphasis should be on
consistency rather than agency.

Causal claims move the discussion from statistical description to causal inference, from
a mathematical characterization of data to an attempt to describe history: events and their
efficient causes. They require epistemic and ontological commitments regarding sufficiency,
necessity, and contingency that have proven problematic in biology. One must ask how strong
a claim is being made on this front and what backing (both philosophical and empirical) would
be required to justify it. Linguistic quibbles aside, I think McShea’s distinction is important
and valuable when achievable. I suspect, however, that the history of paleobiology has been
far more involved with situations where the explanatory gap has not been bridged. Nor is this
simply a matter of moving from model-free data or a clear causal scheme. As Bokulich (2018)
notes, the symbiosis between data and model pervades the process from beginning to end.

6 Conclusion

Trends have been invoked throughout the history of modern biology with a wide range of mean-
ings, from the unnatural agency of “Spirit” in Alfred Russell Wallace and the German Idealists
to simple reporting on statistical patterns. Most biologists seek something more than post hoc
reporting; they want to know about historical and consistent causes in nature. Philosophical re-
flection can be useful at precisely this juncture, where causal inference moves us from patterns of
data to general rules about evolution. Excursion tests provide a concrete example, requiring bio-
logical insight in addition to statistical skill. Both minimal trends and directed trends contribute
to investigations of natural selection, but neither should be equated with natural selection or,
more specifically with the process of adaptation for a particular trait. Instead, a minimal trend
should be viewed as a signal of real historical change and a directed trend should be viewed as
a measure of confidence that selection occurred. Both are model dependent and cause agnostic
and both depend critically on a null model of evolutionary volatility.

In the context of excursion tests in paleobiology, the trend should never be equated with
the magnitude of selection for a given trait. In some cases, drift suffices to explain statistical

12Curiously, this aligns well with Aristotle’s distinction between accidental causation and growth. Growth fol-
lows an evolved program or “teleonomy,” but no such program exists for the succession of species.
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shifts through time. In other cases, drift amplifies or dampens the signal of selection. These
descriptions of the outcome of evolution can be decomposed into deterministic and stochastic
components, but they do not exactly mirror the deterministic and stochastic causes of evolution-
ary change.

Biologists should never take the deterministic/stochastic divide for granted. It occurs in
different places for different models and different tests. The common drift/selection test of sec-
tion 2 works to distinguish causes or processes within a very narrow context where evolutionary
causes have been explicitly and exhaustively enumerated (as mutation, migration, selection, and
drift) and mutation and migration controlled for.

Moving to paleobiology, phenotypic drift represents a composition of multiple stochastic
factors, including random genetic drift (transformed into phenotype space) as well as temporal
variation in environment and species level stochastic processes. A Gaussian process in one
space need not map to a Gaussian process in another. More problematically, a collection of
deterministic processes can be modeled as a stochastic process. Temporal, geographic, and
phylogenetic scale all impact estimates of variation and thus, the expected excursion of traits
through time. Careful research and reporting will note these factors and how they contribute
to null models of evolutionary volatility. A directed trend always entails comparison with such
a theoretical background.

Like sampling error, causal ignorance reflects an unavoidable bias which can, nonetheless
be minimized when addressed transparently. The causes of evolutionary change can often be
listed, and some will be eliminable. For example, independent knowledge of population size and
structuremay rule out randomgenetic drift. Or independent knowledge about gene location and
expression may rule out pleiotropy, linkage, and associated questions about selection of versus
selection for a trait. These distinctions cannot be taken for granted, however, especially when
considering long-term trends that extend over multiple species and environments. Minimal and
directed trends remain useful as stepping stones to estimating the strength of selection and the
causes of phenotypic change. They open the door to a fuller theory of evolutionary causation
and more explicit models for mapping the middle ground between causal stories and historical
patterns.
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